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Abstract

Sequential service plays an important role in the explanation for
bank panics in Diamond and Dybvig (1983). We question the empiri-
cal relevance of sequential service and ask whether panics are possible
absent this constraint. We replace sequential service in the Peck and
Shell (2003) model with a fixed cost of investment and demonstrate
that panics are possible in a large region of the parameter space. A
scale economy is not suffi cient in itself to generate multiple equilibria
in the withdrawal game. Aggregate liquidity risk, private information
over liquidity preference, the communications protocol, and the scale
economy all interact to produce the result.
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1 Introduction

At its core, banking is centered on the business of liquidity transformation–
the use of demandable debt to finance non-marketable, but otherwise safe,
higher-return investments. The success of this business model depends on
many factors, not the least of which is widespread confidence in the ability
of banks to meet their short-term obligations. The use of demandable debt
to fund illiquid assets, however, allegedly injects a sense of fragility to the
banking system. In particular, even if bank assets are fundamentally sound,
a loss of depositor confidence for any reason whatsoever can trigger a wave
of redemptions that ultimately erodes the capacity of banks to achieve their
promised returns. In this way, a purely psychological fear of mass redemp-
tions can manifest itself as a self-fulfilling prophecy, a so-called bank panic.

The banking model developed by Diamond and Dybvig (1983) is the first
attempt to formalize the notion of bank panics in the context of a model
where liquidity transformation is necessary for effi cient risk-sharing. They
emphasize two prerequisite conditions for the existence of bank panics. First,
information relating to individual liquidity preference must be private infor-
mation, since misrepresentation of liquidity preference– a defining charac-
teristic of panic– is otherwise not possible.1 Second, redemption requests by
depositors must be executed on a first-come, first-served basis without full
knowledge of the period’s aggregate withdrawal demand since uncertainty
over redemption payouts is needed to produce a panic. While Diamond
and Dybvig (1983) do not formally establish how private information and
sequential service result in panics under optimal contractual arrangements,
their basic intuition was ultimately verified by Peck and Shell (2003).

Although sequential service is necessary for the existence of bank panics
in the Peck and Shell (2003) model, Andolfatto, Nosal and Sultanum (2016)
show how their fragility result vanishes under a broader class of mechanisms.
Furthermore, Green and Lin (2003) demonstrate that sequential service need
not induce fragility if depositors can roughly calculate their queue position
before making their withdrawal decision.2 On the basis of these latter results,
it appears that sequential service is not suffi cient to induce fragility. But is

1Moreover, as Bryant (1980) points out, private information along this dimension pro-
vides a natural way to motivate the use of demandable debt.

2In particular, depositors communicating their withdrawal request later in the period
know that they are likely to be near the end of the sequential service queue.
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it necessary? This is an important question because, in our view at least,
it seems likely that sequential service can potentially be bypassed if it poses
a suffi ciently important threat to bank sector stability. The next paragraph
explains our reasoning.

While sequential service is usually modeled as a constraint, it is perhaps
better thought of as a mechanism design issue that is tailored to accom-
modate some underlying friction in the environment. Sequential service ev-
idently amounts to the notion that at least some important investment or
expenditure opportunities have an ephemeral quality about them, making an
immediate “on demand”funding facility highly desirable, or even necessary.
The empirical relevance of this property depends in part on what one takes to
be the appropriate length of a period in the Diamond-Dybvig (1983) model.
If it is the length of an agricultural growing season, then a farmer needing
funds early in the season may well face disaster if he had to wait until the end
of the season to access them. On the other hand, if the length of period is
in the order of days, the cost of replacing demand debt with notice debt– or
instituting a short banking holiday– may present little more than a minor
inconvenience.3 Moreover, the benefit of doing so may be significant since it
grants a bank time to better assess and deal with the true state of liquidity
demand.

Whether the properties of an environment give rise to sequential service
is an empirical matter. However, we do not believe that the possibility pan-
ics vanish if the sequential service constraint is eliminated. To be clear, it
seems apparent enough that some restriction on communications is needed,
if for no other reason than to provide a rationale for banking. After all, if
individuals could costlessly remain in contact with each other at all times,
liquidity transformation could take place in a financial market after liquidity
preferences are realized (Jacklin, 1987). There must be something to prevent
financial markets from displacing banks as liquidity providers.4 It is by no
means obvious, however, that the relevant property must manifest itself as a
sequential service constraint– at least, in the way this constraint is usually
modeled (Wallace, 1988).

To investigate if sequential service is necessary for the existence of bank

3An example of transactional notice debt in the United States is the negotiable order
of withdrawal (NOW) account. NOW accounts technically required seven days notice, but
they were used as everyday checking accounts.

4See also Andolfatto, Berentsen and Martin (2017) and the references cited therein.
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panics, we reconsider the Peck and Shell (2003) model but without a sequen-
tial service constraint. This implies that the bank can wait to make a full
assessment of the period’s liquidity demand before releasing funds. Absent
any other modification to the environment, it is well-known that the effi cient
allocation is panic-free. Our innovation is to introduce a fixed cost to invest-
ment activity, so that a scale economy is present. In particular, we assume
that a relatively high risk-adjusted rate of return on investment is attainable
only if the investment is funded beyond some minimum threshold, which we
take as a parameter, possibly varying across different asset classes. If funding
for investment falls below this minimum threshold, risk-adjusted returns will
be (modestly) negative. In Peck and Shell (2003) and its antecedents, this
minimum threshold is taken to be zero, so that the investment technology
is always linear. Our main result shows how private information, aggregate
liquidity risk, communication protocols, and increasing returns to scale all
conspire to render banks fragile, even in the absence of sequential service.

The effi cient bank contract in our model induces a coordination game with
multiple equilibria, just as in Peck and Shell (2003). The difference in their
approach relative to ours is in what motivates patient depositors– those with
no pressing liquidity needs– to misrepresent themselves as being impatient–
those with pressing liquidity needs. In Peck and Shell (2003) sequential ser-
vice implies that it optimal deposit contract provides higher returns to early
arriving depositors that request withdrawals and lower returns– which will
be negative when redemption demand is large– for those who arrive later. As
a result, if redemptions turn out to be very heavy, there will not be much left
over for those patient depositors leaving their funds in the bank. The form
of the deposit contract suggests that the expectation of a heavy redemption
event can become a self-fulfilling prophecy. Intuitively, a patient depositor
may prefer to masquerade as an impatient depositor in hopes of being early
in the service queue and receiving a high(er) payout. In our model, if the
probability of a heavy redemption state is remote, then the amount of avail-
able for investment will almost surely exceed the minimum threshold needed
to achieve the high risk-adjusted returns. If, however, redemptions turn out
to be very heavy, resources will fall short of the minimum threshold, resulting
in depositor losses on any funds left in the bank. Here, the expectation of
a heavy redemption event can become a self-fulfilling prophecy because the
minimum threshold funding will is not expected to be met, which implies
that the investment will generate negative returns. In our environment the
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scale economy assumption replaces sequential service as the mechanism that
generates the instability.

The paper is organized as follows. Section 2 describes the economic
environment. In Section 3, we characterize the set of effi cient incentive-
compatible allocations for economies subject to private information and po-
tential scale economies in investment opportunities. We establish the exis-
tence of panic equilibria in Section 4. Section 5 considers an application of
our model to the question of narrow and shadow banking. The extension pro-
vides some support for the notion that low real rates of return on safe asset
classes can promote financial instability through a reach-for-yield behavior.
Section 6 compares our model environment to others in the literature and
highlights some policy insights implied by our model. Finally, we provide a
discussion of pertinent issues in Section 7.

2 The model

Our model is a variant of Peck and Shell (2003). The economy has three
dates, t = 0, 1, 2, and a finite number N ≥ 3 of ex ante (date 0) identical
individuals. Individuals are subject to a preference shock at date t = 1 that
determines their type: impatient or patient. Let 0 < π < 1 denote the
probability that an individual is impatient. Let πn denote the probability
that 0 ≤ n ≤ N individuals are impatient. We assume that individual types
are i.i.d. so that πn =

(
N
n

)
πn(1 − π)N−n. The distribution of types has full

support, 0 < πn < 1 for all n.

Impatient individuals want to consume at date 1 only. Patient individuals
are willing to defer consumption to date 2; technically, they are indifferent
between consuming at dates 1 and 2. Let ct represent the consumption of an
individual at date t. Date 0 preferences are given by

U(c1, c2) = πu(c1) + (1− π)u(c1 + c2), (1)

where u(c) = c1−σ/(1 − σ) and σ > 1. Note that the state in which all N
agents (strictly) prefer to consume at date 1 occurs with positive probability,
πN > 0.

Each individual is endowed with y units of date 1 output. There exists a
technology that transforms k units of date 1 output into Fκ(k) units of date
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2 output according to

Fκ(k) =

{
rk if k < κ
Rk if k ≥ κ

, (2)

where 0 < r < 1 < R and 0 ≤ κ < Ny. The high rate of return R is available
only if the level of investment exceeds a minimum scale requirement of κ.5

When the minimum scale κ is not met, the rate of return reflects the cost
of intermediated storage, indexed by the parameter 1 − r. Technology (2)
is a generalization of the standard specification used in the literature, which
assumes κ = 0, in which case F0(k) = Rk for all k > 0.

There are two benefits to cooperation in this economy. First, there are
the usual gains associated with sharing risk. Second, and absent from the
standard model, scale economies are more easily attained when resources are
pooled.

In what follows, we refer to a risk-sharing arrangement that pools re-
sources and exploits scale economies as a bank. Individuals who deposit
resources with the bank are referred to as depositors. A bank can be viewed
as a resource-allocation mechanism that pools the resources of the N depos-
itors before they learn their types. In exchange for deposits, the bank issues
state and time-contingent deposit liabilities. What makes our environment
a bank problem, instead of a standard insurance problem, is that the bank
cannot verify depositor types. Specifically, we assume that the depositor’s
type– his liquidity preference– is revealed only to the depositor. Because
liquidity preference is private information, the optimal risk-sharing arrange-
ment will include options to withdraw funds on demand. It is in this sense
that the optimal contract resembles conventional demand deposit liabilities
(Bryant, 1980).

The timing of events and communication protocols are as follows. At date
0, depositors decide whether to participate in a risk-sharing arrangement or
not. Participation entails depositing their y endowment of claims to date
1 goods and agreeing to the terms of the contract governing the returns
on future redemptions. After the participation decision, depositors disperse
to remote locations, as in Townsend (1987). Although depositors remain

5One could easily generalize the analysis to permit multiple threshold levels and asso-
ciated rates of return. For most of our analysis, we stick to one threshold level for the sake
of demonstrating how our mechanism works in the simplest manner possible.
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largely incommunicado with each other, they are able to communicate with
the bank at date 1 and date 2, subject to some restrictions. In particular,
we follow Peck and Shell (2003) and assume that it is prohibitively costly for
depositors to contact the bank more than once after their initial deposit at
date 0.6 Hence, depositors can contact the bank either at date 1 or at date
2, but not at both dates.7 Finally, in contrast to Peck and Shell (2003), we
assume that date t = 1, 2 withdrawal requests are processed only after all
date t = 1, 2 requests have been made, i.e., we do not impose a sequential
service constraint.

Our communications protocol implies that the date 1 consumption pay-
ments specified in the bank contract need only be conditioned on the number
of depositors m who contact the bank at date 1, where m ∈ {0, 1, ..., N}. In
particular, if m depositors contact the bank at date 1, then each deposi-
tor receives c1(m) units of date 1 consumption. Depositors who contact the
bank at date 2 each receive c2(m) = Fκ[Ny − mc1(m)]/(N − m) units of
date 2 consumption. Hence, the bank offers depositors a contract in the
form of a promised allocation (c1, c2), where c1 = [c1(1), . . . , c1(N)] and
c2 = [c2(0), c2(1), . . . , c2(N − 1)].

By construction, the allocation (c1, c2) is feasible. Because liquidity pref-
erences are private information, depositors may misrepresent themselves to
the bank. To ensure that (c1, c2) promotes effi cient resource allocation, the
allocation should be structured in a manner that gives depositors an incen-
tive to represent their preferences truthfully. We now describe the strategic
interaction among agents as a withdrawal game that depositors play.

Suppose that all N individuals deposit their claims at the bank at date
0.8 In between dates 0 and 1, depositors learn their types and a withdrawal

6A less restrictive communications protocol would allow depositors to contact the bank
at higher frequency and, in particular, even in periods when they do not want to withdraw
funds. Peck and Shell (2003) examine this less restrictive protocol in their appendix and
show that their fragility result is unaffected. The communcations protocol plays a critical
role in our set up and we postpone discussion of this and related matters to Section X.

7This protocol is adopted in part for its descriptive realism, which is to say, depositors
typically visit their bank only when they want to make a withdrawal.

8Cooper and Corbae (2002) study a deposit game with increasing returns to interme-
diation and examine if this game has multiple equilibrium. As we are interested in the
withdrawal game, everything we have to say presumes that all N participate in the bank.
If we invoke a standard equilibrium refinement, we can show (below) that the unique equi-
librium to our deposit game has all N agents depositing their endowment at that bank at
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game is played at dates 1 and 2. The withdrawal game is simple: each
depositor j ∈ {1, 2, ..., N} simultaneously chooses an action tj ∈ {1, 2}, where
tj denotes the date depositor j contacts the bank. Depositor j knows only
his own type when he chooses tj. In particular, depositor j does not know
the number of impatient depositors n in the economy. A strategy profile
t ≡ {t1, t2, ..., tN} implies an m ∈ {0, 1, ..., N}, the number of depositors that
contact the bank at date 1. Since effi ciency dictates that impatient depositors
consume at date 1 and patient depositors consume at date 2, a truth-telling
strategy is a strategy profile that has impatient depositors contacting the
bank at date 1 and patient depositors contacting the bank at date 2. A
truth-telling strategy implies that m = n.

A strategy profile t and its associated m constitutes a Bayes-Nash equi-
librium of the withdrawal game with allocation (c1, c2) if tj ∈ t is a best
response for depositor j against t−j ≡ {t1, ..., tj−1,tj+1, ..., tN} for all j ∈
{0, 1, ..., N}. An allocation (c1, c2) is said to be incentive compatible (IC) if
the truth-telling strategy is an equilibrium for the withdrawal game.

Since c1(m) > 0, it is always a strictly dominant strategy for impatient
depositors to visit the bank at date 1. A patient depositor tells the truth by
contacting the bank at date 2; he has an incentive to do so– assuming that
all other patient depositors visit at date 2– iff

N−1∑
n=0

Πnu [c2(n)] ≥
N−1∑
n=0

Πnu [c1(n+ 1)] , (3)

where Πn is the conditional probability that there are n impatient individuals
given there is at least one patient individual and

Πn =

(
N−1
n

)
(1− π)N−n−1πn∑N−1

n=0

(
N
n

)
(1− π)N−n−1πn

.

If a feasible allocation (c1, c2) satisfies (3), then there exists an equilibrium
where all depositors play the truth-telling strategy.

If an allocation (c1, c2) satisfies (3), there may exist other equilibrium
outcomes in the withdrawal game. In particular, there may exist an equilib-
rium in which depositors play a panic strategy. A panic strategy is a strategy
profile that has all depositors contacting the bank at date 1, i.e., tj = 1 for
all j and, as a result, m = N for any n ≤ N .

date 0.
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3 Effi cient incentive-compatible allocations

In this section we characterize the properties of effi cient incentive-compatible
allocations. We begin with the standard case where the return to investment
is invariant to its scale, κ = 0. We then study the case in which the return
to investment is subject to a scale economy, κ > 0.

3.1 Linear technology

We first characterize the unconstrained effi cient allocation. The uncon-
strained allocation assumes that impatient depositors contact the bank at
date 1 and patient depositors contact the bank at date 2. This implies that n
impatient depositors contact the bank at date 1. The unconstrained effi cient
allocation is given by an allocation (c1, c2) ≡ {c1(n), c2(n)}Nn=0 that maxi-
mizes the expected utility of the representative, ex ante identical depositor,9

max
{c1(n)}

N∑
n=0

πn{nu [c1(n)] + (N − n)u [c2(n)]} (4)

subject to the resource constraints

nc1(n) = Ny − k(n) (5)

Rk(n) = (N − n)c2(n) (6)

which, when combined, yields

nc1(n) +
(N − n)c2(n)

R
= Ny, (7)

for all n ∈ {0, 1, ..., N}. Let (c∗1, c
∗
2) denote the solution to the problem above.

It is easy to show that a unique solution exists and satisfies

u′[c∗1(n)] = Ru′[c∗2(n)] ∀n < N, (8)

9Green and Lin (2000) provide a characterization of the effi cient allocation when there
is no sequential service and the investment technology is linear. We present this allocation
here because it is relevant for the effi cient allocation for the scale economy.
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with c∗2(N) = 0 and the resource constraint (7). Given our CES preference
specification, the solution is available in closed-form,

c∗1(n) =
Ny

n+ (N − n)R1/σ−1
(9)

c∗2(n) = R1/σc∗1(n), (10)

for all n < N with c∗1(N) = y and c∗2(N) = 0. Note that for all n < N
depositors engage in risk-sharing since y < c∗1(n) < c∗2(n) < Ry . Moreover,
because σ > 1 and R > 1 imply R1/σ−1 < 1, it follows that both c∗1(n) and
c∗2(n) are decreasing in n.

Property 1 c∗2(n) > c∗1(n) > c∗1(n+ 1) for all n ∈ {0, 1, ...N − 1}.

One implication of Property 1 is that the short and long-term rates of
return on deposits, c∗1(n)/y and c∗2(n)/y, respectively, are both decreasing in
the level of date 1 redemption activity, n. Wallace (1988) interprets c∗1(n) >
c∗1(n + 1) as a partial suspension scheme which, by construction, is effi cient
here.

Using (6) and (9), the effi cient investment schedule, k∗(n), is

k∗(n) =

[
(N − n)R1/σ−1

n+ (N − n)R1/σ−1

]
Ny. (11)

Notice that k∗(n) is decreasing n. A higher value of n means that aggregate
demand for early withdrawals increases. To accomodate this higer aggre-
gate demand, funding for the longer-term capital investment will be scaled
back. Note that high realizations for n can be interpreted as recessionary
events or investment collapses associated with large numbers of depositors
making early withdrawals. These events, however, are driven by economic
fundamentals– this source of return uncertainty of deposits has nothing to
with bank fragility. A bank could mitigate the economic impact of these
“fundamental runs”by expanding its depositor base, N . Our full support
assumption, however, implies that the probability that all depositors desire
early withdrawal, πN , remains strictly positive even as N →∞.
There are two important results associated with allocation (c∗1, c

∗
2). First,

it follows immediately from Property 1 that it (c∗1, c
∗
2) is incentive-compatible.
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In particular, since c∗(n) > c∗(n+1) for all n < N , allocation (c∗1, c
∗
2) satisfies

the incentive compatibility condition (3).

Second, the truth-telling equilibrium that implements (c∗1, c
∗
2) in the with-

drawal game is unique. To see this, first note that it is a dominant strategy
for impatient depositors to contact the bank at date 1 since c1(m) > 0 for
all m ∈ {1, 2, ..., N}. It is also a dominant strategy for the patient depositor
to contact the bank at date 2 for any conjecture m, since c∗2(m) > c∗1(m) >
c∗1(m + 1), i.e., a patient depositor always receives a higher payoff by post-
poning his withdrawal to the later date. Since it is a dominant strategy for
a patient individual to contact the bank at date 2, the allocation (c∗1, c

∗
2)

can be uniquely implemented as an equilibrium in dominant strategies. We
summarize the linear technology case with the following proposition,

Proposition 1 [Green and Lin, 2000]. The unconstrained effi cient alloca-
tion (c∗1, c

∗
2) is uniquely implementable as a Bayes-Nash equilibrium of the

withdrawal game when depositor types are private information and the in-
vestment technology is linear.

Proposition 1 implies that private information is not in itself an obstacle
to implementing the unconstrained effi cient allocation uniquely. Notice too
that the Peck and Shell (2003) communications protocol does not hinder
the implementation of the unconstrained effi cient allocation under private
information and linear returns. Proposition 1 implies that bank panics do
not exist when investments are subject to constant returns to scale.

3.2 Scale economies

Let (ĉ1, ĉ2) and k̂ denote the unconstrained effi cient allocation and the asso-
ciated unconstrained effi cient level capital investment, respectively, in a scale
economy with minimum scale κ > 0. Note that when n = N , achieving scale
is irrelevant since all depositors are impatient. Therefore, we always have that
k̂(N) = k∗(N) = 0 and ĉ1(N) = c∗1(N). Suppose that the minimum scale κ
is such that k∗(j+1) < κ < k∗(j). In this situation, if there are at most j im-
patient depositors– or, equivalently at least N − j patient depositors– then
available funding under allocation (c∗1, c

∗
2) will exceed κ and, as a result, the

return on investment will be R. Therefore, if k∗(j + 1) < κ < k∗(j), we have
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Property 2 {ĉ1(n), ĉ2(n)} = {c∗1(n), c∗2(n)} for all n ∈ {0, 1, ..., j, N}.

That is, the unconstrained effi cient allocation in the scale economy corre-
sponds to the unconstrained effi cient allocation in the linear economy for all
states j, where k∗(j) ≥ κ.

Qualitatively speaking, the remaining allocations {ĉ1(n), ĉ2(n)}, n = j +
1, ..., N−1, will take one of two forms. Since k∗(n) < κ for n = j+1, ..., N−1,
the capital funding associated with these allocations will be characterized by
either k̂(n) = κ or k̂(n) < κ. That is, the consumption allocations will be
designed so that capital is either exactly equal to minimum scale κ or falls
short of it. Since the investment return associated with the former is R > 1
and r < 1 for the latter, if k̂(n) = κ, then we have

ĉ1(n) =
Ny − κ

n
ĉ2(n) =

Rκ

N − n and k̂ (n) = κ; (12)

if k̂(n) < κ, then we have

ĉ1(n) =
Ny

n+ (N − n)r1/σ−1
(13)

ĉ2(n) = r1/σ ĉ1(n), (14)

and

k̂(n) =

[
(N − n)r1/σ−1

n+ (N − n)r1/σ−1

]
Ny. (15)

Notice that (13)-(15) replicates (9)-(11), respectively, but where R is replaced
by r. Since σ > 1 > r, (13)-(14) imply that ĉ2(n) < ĉ1(n) < y, i.e., impa-
tient depositors receive higher payments than patient depositors and both
payments are less than their initial endowment deposit, y. Intuitively, there
is a trade-off between the two choices of capital: Capital allocation k̂(n) = κ
maximizes the aggregate, 2 period consumption but has poor risk-sharing
features; capital allocation k̂(n) < κ provides for effi cient risk sharing but at
low levels of consumption.

We now fully characterized the unconstrained effi cient allocation for κ =
2y and for model parameters imply that k∗(N − 2) < κ = 2y < k∗(N − 3).10

10In Appendix X we show that, qualitatively speaking, this parameterization is without
loss of generality. We adopt this parameterization because it is “easy”to characterize the
unconstrained effi cient allocation.
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This parameterization implies that if n ≤ N − 3– i.e., there are at most
N−3 impatient depositors– then the unconstrained effi cient allocation for n
is given by (c∗1(n), c∗2(n)) since k∗(n) > κ = 2y. If, however, n ∈ {N − 2, N −
1}, then the unconstrained effi cient allocation will be given by either (12) or
(13)-(14) since k∗(n) < κ = 2y.

Let’s first examine the case where there are n = N − 2 impatient deposi-
tors. If the “high-return, high-level investment”option, k̂H(N−2) = κ = 2y,
is chosen, then (12) implies that ĉH1 (N − 2) = y and ĉH2 (N − 2) = Ry. If in-
stead the “low-return, low-level investment”option, k̂L(N−2) < κ, is chosen,
then (13)-(14) implies ĉL2 (N − 2) < ĉL1 (N − 2) < y. Clearly, the high-return,
high-level investment option dominates the low-return, low-investment op-
tion since ĉH1 (N − 2) > ĉL1 (N − 2) and ĉH2 (N − 2) > ĉL1 (N − 2). Therefore,
we have

Property 3 When n = N − 2, the unconstrained effi cient allocation in the
scale economy is given by the high-return, high-level investment option,
where k̂H(N − 2) = 2y, ĉH1 (N − 2) = y and ĉH2 (N − 2) = Ry.

Now let’s examine the case where there are n = N−1 impatient depositors–
or, equivalently, one patient depositor. If the high-return, high-level invest-
ment, k̂H(N − 1) = κ = 2y, is chosen (12) implies that

ĉH1 (N − 1) =
N − 2

N − 1
y (16)

ĉH2 (N − 1) = 2Ry. (17)

Since ĉH1 (N − 1) < y < R < ĉH2 (N − 2), notice that this investment option
comes at the cost of rather ineffi cient risk-sharing. In particular, notice that
the payoff to the impatient depositor is less than his autarkic payoff, y. If,
instead the low-return, low-level investment option, k̂L(N−1) < κ is chosen,
then (13)-(14) imply that

ĉL1 (N − 1) =
N

N − 1 + r1/σ−1
y, (18)

ĉL2 (N − 1) = r1/σcL1 (N − 1). (19)

Inspecting conditions (18) and (19), leads us to
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Lemma 1 For r arbitrarily close to (but less than) unity, ĉL1 (N − 1) ≈
ĉL2 (N − 1) ≈ y = ĉ1(N), where ĉL2 (N − 1) < ĉL1 (N − 1) < y.

Lemma 1 tells us that if r is close to unity, then the payouts to patient
and impatient depositors are about equal to y. Let’s assume that r < 1 is
arbitrarily close to unity. Then, by Lemma 1, the expected utility payoff
associated with the low-return, low-level investment option is approximately
equal to u(y). From (16)-(17), the expected utility associated with the the
high-return, high-level investment option is(

N − 1

N

)
u

(
N − 2

N − 1
y

)
+

(
1

N

)
u (2Ry) .

Since this investment option has poorer risk-sharing properties than the low-
return, low-level investment option, we would expect the benefit of the former
option to diminish with depositors’appetite for risk. Indeed, we can demon-
strate that for preferences with σ ≥ 2, the expected utility associated with
the low-return, low-level investment option exceeds that of the high-return,
high-level investment option, i.e.,11(

N − 1

N

)
u

(
N − 2

N − 1
y

)
+

(
1

N

)
u (2Ry) < u (y) .

Therefore, we have the following,

Property 4 When n = N − 1, r < 1 suffi ciently close to unity and σ
≥ 2, the unconstrained effi cient allocation in the scale economy is given
by the low-return, low-level investment option, where ĉL1 (N − 1) and
ĉL2 (N − 1) are determined by (18) and (19), respectively.

Property 4 implies that when n = N − 1, the bank “breaks the buck”in the
sense that for every unit that individuals deposit at the bank, they receive
less than a unit payoff at date 1, as well as date 2. The empirical relevance
of this observation is discussed in Section 5, below.

Properties 1-4 fully characterize the unconstrained effi cient allocation in
a scale economy where k∗(N − 2) < κ = 2y < k∗(N − 3), r < 1 is suffi ciently

11See Appendix 1 for the proof.
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close to unity and σ ≥ 2. In particular, the unconstrained effi cient allocation,
(ĉ1, ĉ2), is given by

{{c∗1(n), c∗2(n)}N−3n=0 , ĉ
H
1 (N − 2), ĉH2 (N − 2),

ĉL1 (N − 1), ĉL2 (N − 1), c∗1(N), c∗2(N)}

We now show that the unconstrained effi cient allocation (ĉ1, ĉ2) is incentive-
compatible. Impatient depositors do not have an incentive to misrepresent
themselves, so they always contact the bank at date 1. Regarding patient
depositors, in states all states n ≤ N − 2, we have ĉ2(n) > ĉ1(n) > ĉ1(n+ 1)
(from Properties 1, 2 and 3); and in state n = N − 1, we have ĉ2(N − 1) <
ĉ1(N) ≈ y (from Property 4). Assuming that all other patient depositors
contact the bank at date 2, a patient depositor will contact the bank at date
2 if the unconstrained effi cient allocation (ĉ1, ĉ2) satisfies (3) or, equivalently,
if

N−2∑
n=0

Πnu [ĉ2(n)]−
N−2∑
n=0

Πnu [ĉ1(n+ 1)] ≥ ΠN−1u [ĉ1(N − 1)]− ΠN−1u [ĉ2(N)] .

(20)
Since ĉ2(n) > ĉ1(n) > ĉ1(n + 1) for all n ≤ N − 2, the left side is strictly
greater than zero. When r < 1 is arbitrarily close to unity, the right side
is positive but arbitrarily close to zero. Hence, (20) is satisfied with a strict
inequality.12 Therefore, we have the following result,

Proposition 2 The unconstrained effi cient allocation (ĉ1, ĉ2) can be imple-
mented as a truth-telling equilibrium of the depositor game in the scale econ-
omy characterized by κ = 2y and σ ≥ 2 with r < 1 arbitrarily close to 1.

A few remarks regarding the implementation result are in order before
we proceed to bank panic equilibria.

1. Allocation (ĉ1, ĉ2) respects the assumed communication protocol that
depositors can contact the bank at date 1 or date 2 but not both. In

12Since ĉ2(n) > ĉ1(n) > ĉ1(n+1) when n ≤ N−2, r < 1 need not be arbitrarily close to
unity to have allocation (ĉ1, ĉ2) satisfy incentive-compatibility. The condition that r < 1
is arbitrarily close to unity simply guarantees that the incentive-compatibility condition
(3) will hold with strict inequality. We discuss this in more detail in Remark 4, below.
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contrast to allocation (c∗1,c
∗
2), this protocol imposes a binding restric-

tion on the allocation in one state of the world, n = N − 1. To see
this, suppose that depositors could contact the bank at both dates 1
and 2. Then in state n = N − 1, the effi cient bank allocation would
provide a payment equal to y to all depositors at date 1. Notice that
this payment dominates the payments from allocation (ĉ1, ĉ2) since
y > ĉL1 (N − 1) > ĉL2 (N − 1). But assuming that depositors can con-
tact the bank at both dates 1 and 2 in our environment would es-
sentially be equivalent to assuming the existence of no banking com-
munication restrictions at all. In standard Diamond-Dybvig banking
models, a sequential service (communications) restriction is always im-
posed since markets would otherwise eliminate the need for banks. We
interpret our communication restriction as a weaker form of the more
common sequential service restriction.

2. It is straightforward to show that the expected utility of allocation
(ĉ1, ĉ2) exceeds autarky. In autarky all agents consume their endow-
ment at date 1 and receive an expected utility equal to u(y), assuming
y < κ. Allocation (ĉ1, ĉ2) delivers depositors an expected utility that
strictly exceeds u(y) in states n ∈ {0, . . . , N − 2}, an expected util-
ity that equals u(y) in state n = N and an expected utility that is
arbitrarily less than u(y) in state n = N − 1.

3. We assumed that κ = 2y. The qualitative properties of the uncon-
strained effi cient allocation remain valid for more general cases. See
Appendix X for a discussion.

4. Lemma 1 and Proposition 2 assumed that r < 1 is arbitrarily close to 1.
In this case we are able to show that the low-return low-level investment
option is strictly preferred to the high-return high-level investment op-
tion and that allocation (ĉ1, ĉ2) is strictly preferred to autarky. Clearly,
r can be made much less than unity without upsetting either of these
results.

Proposition 2 tells us that allocation (ĉ1, ĉ2) can be implemented as a
truth-telling equilibrium. We now examine if the truth-telling equilibrium is
the unique equilibrium for the depositor game.
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4 Panic equilibria

We now investigate if deposit contact (ĉ1, ĉ2) generates outcomes other than
the truth-telling equilibrium. In particular, we are interested if there exists a
panic equilibrium– an equilibrium where all N individuals contact the bank
at date 1 regardless of their true liquidity needs, i.e., m = N for all n ∈
{0, 1, . . . , N − 1}. Our main result is stated in the following proposition,

Proposition 3 The unconstrained effi cient allocation (ĉ1, ĉ2) admits a panic
equilibrium.

To check the validity of Proposition 3, we propose an equilibrium strategy
profile where all N depositors contact the bank at date 1 and ask whether a
patient depositor has an incentive to play the strategy and contact the bank
at date 1. If a patient depositor plays the proposed equilibrium strategy
profile and contacts the bank at date 1, he receives a consumption payoff
equal to ĉ1(N) = y. If, instead, he deviates from the proposed equilibrium
strategy profile and contacts the bank at date 2, then he receives a consump-
tion payoff equal to ĉL2 (N − 1) < y, since all other N − 1 depositors contact
the bank at date 1. Clearly, a patient depositor does not have an incentive
to deviate from the proposed equilibrium strategy profile and, as a result, a
panic equilibrium exists.13

When the unconstrained effi cient allocation is characterized by the low-
return, low-level investment option being implemented state n = N − 1, a
bank panic equilibrium always exists. The low-return, level investment op-
tion will, in fact, be implemented in this state whenever the return associated
with the investment, r, is not “too negative.” In contrast, the existence of
bank run equilibria in standard banking environments, which feature linear
investment technologies and sequential service, depend on the specification
of the sequential service constraint and, possibly, the correlation of depositor
types.

13Notice that if r = 1, then a patient depositor would be indifferent between misrepre-
senting himself or not. Thus, a panic equilibrium remains possible even if r = 1, though
it seems unlikely to survive any reasonable equilibrium refinement.
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4.1 Equilibrium panics and eliminating panics

Proposition 4 says that if allocation (ĉ1, ĉ2) is in place, then there exists a
panic equilibrium. The important question to address is if a bank would ever
offer allocation (ĉ1, ĉ2), assuming that all N agents deposit their endowments
at date 0. Following Peck and Shell (2003) we show that one can construct
a sunspot equilibrium that supports a panic equilibrium. A sunspot is an
extrinsic event observed after individuals make their bank deposits but be-
fore they learn their type that occurs with probability θ, where 0 ≤ θ ≤ 1.
The sunspot equilibrium is characterized by the probability θ and the allo-
cation (ĉ1, ĉ2). The equilibrium strategy profile for the sunspot equilibrium
is: when the sunspot is not observed, an event that occurs with probabil-
ity 1− θ, depositors play the truthtelling equilibrium strategies described in
Proposition 2; and when the sunspot is observed, an event that occurs with
probability θ, all depositors play the panic equilibrium strategies described
in Proposition 3. We now verify that a sunspot equilibrium exists for some
values of θ.

Let V (κ,R, θ) denote the expected utility associated with allocation (ĉ1, ĉ2)
when a sunspot occurs with probability θ assuming that depositors play the
above described sunspot equilibrium strategies, i.e.,

V (2y,R, θ) ≡ (1− θ)E [U(ĉ1, ĉ2)] + θu(y).

Clearly, V (2y,R, θ) is strictly decreasing and continuous in θ for all θ ∈ (0, 1],
with V (2y,R, θ = 0) = u(y). In contrast to Peck and Shell (2003), a banking
arrangement will always emerge as an equilibrium since in our environment
V (2y,R, θ) > u(y) for all θ > 0.14

The risk-sharing arrangement that prevails will depend on the magni-
tude of θ, the probability of a sunspot. In particular, just as in Peck and
Shell (2003), for θ suffi ciently large, the bank may want to eliminate a panic
equilibrium by offering an allocation that is panic proof. The most obvious
14In our environment, if a sunspot is observed, then each depositor receives a pay-

off of u(y); if a sunspot is not observed, then the expected payoff to the representative
depositor– who does not yet know his type– is E [U(ĉ1, ĉ2)] > u(y). Hence, as long as
θ > 0, a banking arrangement will always emerge in equilibrium. In Peck and Shell (2003),
if θ is suffi ciently high agents will prefer autarky (no-banking) since in their in environ-
ment, which assumes a sequential service constraint, the expected utility associated with
playing the panic equilibrium is for their constrained effi cient allocation strictly less than
u(y).
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way to render the risk-sharing arrangement panic proof is for the bank to
invest in at least κ units of capital in all states m < N . (In state m = N ,
all depositors contact the bank at date 1 so the bank will return all of its
Ny potential investment assets to the depositors.) When κ = 2y, the best
panic-proof allocation, (c̄1, c̄2), is given by (ĉ1, ĉ2) for all m 6= N − 1 and for
m = N − 1,

[c̄1(N − 1), c̄2(N − 1)] = [y(N − 2)/(N − 1), 2Ry].

allocation (c̄1, c̄2) is incentive compatible and panic proof. It is incentive
compatible because c̄2(m) > c̄1(m+ 1) for all m ≤ N −1. Because allocation
(c̄1, c̄2) is incentive compatible, it is also panic proof. Specifically, a patient
individual has no incentive to contact the bank at date 1 even if he thinks that
the remaining N − 1 depositors contact the bank at date 1 since c̄2(N − 1) =
2Ry > y = c̄1(N). Let Q(κ,R) denote the expected utility associated with
the panic-proof allocation (c̄1, c̄2), i.e.,

Q(2y,R) ≡ EU [(c̄1, c̄2)].

Suppose that Q(2y,R) > u(y). Then for all N < ∞ there exists a
θ0 ∈ (0, 1) such that

V (2y,R, θ0) = Q(2y,R) (21)

since, (i) V (2y,R, θ) is strictly continuously decreasing in θ, (ii) V (2y,R, θ =
0) > Q(2y,R) and (iii) V (2y,R, θ = 1) = u(y). Hence for any θ < θ0,
depositors strictly prefer allocation (ĉ1, ĉ2) to (c̄1, c̄2), which leaves them
exposed to a bank panic. If, however, θ > θ0, then depositors will prefer
the panic-free allocation (c̄1, c̄2) to the panic-prone allocation (ĉ1, ĉ2). In
this case– assuming that Q(2y,R) > u(y)– the bank will offer the no-panic
allocation (c̄1, c̄2) to depositors, i.e., there will not be a panic in equilibrium.

Interestingly, it need not be the case that Q(2y,R) > u(y). To see this,
notice that for n ≤ N − 2( n

N

)
u[c̄1(n)] +

(
N − n
N

)
u[c̄2(n)] > u(y)

and that for σ ≥ 2,(
N − 1

N

)
u

(
N − 2

N − 1
y

)
+

(
1

N

)
u(2Ry) < u(y).
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Hence, πN−1 is suffi ciently large, then it is possible that Q(2y,R) < u(y),
which implies that autarky is preferred to the panic-proof allocation (c̄1, c̄2).
If Q(2y,R) < u(y), then the equilibrium outcome for the economy will be for
the bank to offer allocation (ĉ1, ĉ2) to depositors– since V (2y,R, θ) > u(y) >
Q(2y,R)– which depositors will accept by depositing their endowment at
date 0. Notice that allocation (ĉ1, ĉ2) carries with it the risk of bank panics
occurring with probability θ. We summarize the results in the section in the
following proposition,

Proposition 4 If either Q(2y,R) < u(y) or Q(2y,R) > u(y) and θ <
θ0, then depositors prefer the panic-prone allocation (ĉ1, ĉ2) to the panic-
proof allocation (c̄1, c̄2); otherwise, depositors prefer the panic-proof alloca-
tion (c̄1, c̄2).

We close this section by noting that the expected cost– in the form of
poorer risk-sharing– associated with eliminating panics is decreasing in N
since the probability πN−1 is strictly decreasing in the size of the depositor
base N . It follows then that larger banks or a more interconnected bank-
ing system can be made more stable at a lower expected cost. Thus, the
constrained-effi cient risk-sharing arrangement may entail a panic-proof allo-
cation if the susceptibility of a society to coordination failure, as indexed
here by θ, is suffi ciently high, or if the banking system has a suffi ciently large
depositor base or is otherwise suffi ciently well diversified as indexed by the
parameter N .

5 Reach for yield

Assume there are two fundamentally risk-free investments in the economy
parameterized by {(κ1, R1), (κ2, R2)}, where (κ1, κ2) = (0, 2y), (R1, R2) =
(δ, R) and 1 ≤ δ < R. The reader is invited to think of (κ1, R1) as a money
market fund or bank invested in safe government bonds and (κ2, R2) as rep-
resenting a fundamentally safe class of business investments. Alternatively,
one might think of (κ1, R1) as being funded by narrow banks and (κ2, R2) by
shadow banks.

Let (c1∗1 , c
1∗
2 ) denote the unconstrained effi cient allocation associated with

the money fund investment (κ1, R1) = (0, δ). Since κ1 = 0, the money
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fund is panic free. Let (ĉ21, ĉ
2
2) denote the unconstrained effi cient allocation

associated with the bank funding business investments, where (κ2, R2) =
(2y,R). Assume that the probability of a sunspot θ is characterized by 0 <
θ < θ0, where θ0 is defined in (21). Since 0 < θ < θ0, bank allocation (ĉ21, ĉ

2
2)

is exposed to panic attacks and is preferred to a panic-free allocation.

Let V (0, δ, 0) represent the expected utility associated with allocation
(c1∗1 , c

1∗
2 ) and let V (2y,R, θ) denote the expected utility associated with allo-

cation (ĉ21, ĉ
2
2). Clearly, V (0, δ, 0) is strictly increasing in δ with V (0, 1, 0) =

u(y). Given the properties of V (0, δ, 0) and V (2y,R, θ), it is evident that for
a given θ ∈ (0, θ0), there exists a δ0 ∈ (1, R) such that

V (0, δ0, 0) = V (2y,R, θ). (22)

Hence, there exists a risk-return trade off, where the risk is extrinsic here.
Because our model assumes that investors have identical preferences, only
one of the two funds will emerge in equilibrium; the one which generates the
highest expected utility for depositors will be observed.15

Our two investment economy can help us put some structure of the con-
cept of “reach for yield,” a term that is used extensively in the popular
press. To begin, consider an environment in which δ0 < δ < R. In this
case, depositors prefer the narrow banking arrangement (c1∗1 , c

1∗
2 ) because

V (0, δ, 0) > V (2y,R, θ). Now suppose that the rate of return on investment
funded in the narrow banking sector declines to δ′, where 1 < δ′ < δ0. The
cause of this decline in the “safe real interest rate”is immaterial here.16 The
decline in the safe real interest rate will induce a portfolio reallocation. In
particular, since V (2y,R, θ) > V (0, δ′, 0), depositors are motivated to move
their resources out of the narrow bank and into the shadow bank that is of-
fering the allocation (ĉ21, ĉ

2
2). But the new risk-sharing arrangement (ĉ21, ĉ

2
2)

is subject to panics. Hence, there is a sense in which our model supports the
notion of low real interest rates motivating a reach-for-yield behavior that

15Modeling preference heterogeneity with respect to risk-tolerance would produce a
model in which risk-sharing arrangements with different risk-return characteristics could
coexist. We believe that much of the following intuition would survive such a generaliza-
tion.
16Perhaps it is induced by central bank policy as an attempt to bolster the economy in

the face of an imminent recession. Alternatively, imagine a wave of pessimism in a part of
the globe resulting in a flight to the safety of U.S. treasury debt, leading to a decline in
real yields.
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renders the financial system less stable and more prone to panic attacks; see,
for example, Stein (2013).

6 Discussion

6.1 Relation to the literature

Central to the concept of bank panic (or run) in the seminal work of Diamond
and Dybvig (1983) is the notion of widespread misrepresentation of liquidity
needs on the part of depositors who have no urgent use for funds. If these
depositors could somehow be persuaded to remain calm and confident that
others are not prone to panic, then everything would work out just fine. If
communication channels are imperfect, however, depositors can at best only
guess at how others are likely to behave. This, in turn, leads to the prospect
of a coordination game possessing multiple equilibria, with each outcome
indexed by an arbitrary initial belief over how others are likely to represent
themselves. The theoretical challenge put forth by Diamond and Dybvig
(1983) is to identify what conditions, if any, could plausibly give rise to
a coordination game in which individually-rational depositors inadvertently
coordinate on a socially suboptimal outcome.

While Diamond and Dybvig (1983) stress the importance of private infor-
mation and sequential service. In the first part of their paper, they demon-
strate how the effi cient allocation is achieved with a “simple”contract and
how this same contract induces a coordination game in which a bank panic
exists. Stability is within grasp, however, if banks can credibly promise to
suspend convertibility in the event reserves are exhausted.17 In the second
part of their paper, they introduce aggregate liquidity risk so that the sus-
pension of convertibility is no longer a costless mechanism for preventing
panics.18 They do not, however, formally demonstrate the existence of bank

17In the absence of aggregate liquidity risk, a credible threat to suspend is never exercised
in equilibrium, so that the policy eliminates panics costlessly. Mention Ennis and Keister
and their model of limited commitment.
18In particular, because a bank is no longer able to tell whether a period of heavy

redemption activity is being driven by fundamental factors or psychology, suspending
convertibility runs the risk of leaving some depositors without the funds they urgently
need.
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panics. Instead, they demonstrate how deposit insurance is suffi cient to en-
sure bank stability.19

Peck and Shell (2003) were the first to establish the existence of equi-
librium bank panics in a broad class of optimal mechanisms. Both private
information and sequential service play a critical role in establishing their re-
sult. In their model, depositors wishing to make a withdrawal communicate
their request to the bank. These requests are assumed to arrive sequentially
and in random order within the period under consideration. The sequential
service constraint is formalized in the manner suggested by Wallace (1988).
In particular, while the withdrawal limit for each depositor in a given queue
position can be conditioned on the history of withdrawals to that point in
(intra-period) time, it cannot be conditioned on the number of redemption
requests made for the remainder of the period, since these are unknown to
the bank ex ante. But in a similar mechanism studied by Green and Lin
(2003), the same sequential service constraint does not render banking sys-
tem unstable. The two papers differ along along a few dimensions, only one
of which is important.

First, Green and Lin (2003) assume that depositors can communicate
with the bank in both the early and late periods. The reasonableness of this
assumption depends largely on what one views as the cost of communica-
tions. Suppose that communications entail the depositor physically visiting
the bank. Then we would expect depositors to visit the bank only in the event
they wanted to make a withdrawal. Indeed, this is the protocol adopted by
Peck and Shell (2003) in the body of their paper. In Green and Lin (2003),
truth-telling patient depositors “visit” the bank in the early period for the
sole purpose of communicating their liquidity preference. Such information
could, in principle, be useful to the bank if it helps ascertain the period’s
aggregate liquidity demand. However, Peck and Shell (2003) demonstrate
in their appendix that their conclusion continues to hold under the Green
and Lin (2003) communication protocol. We wish to stress this point here
because our fragility result fails to hold under the Green and Lin (2003)
protocol.

If the Peck and Shell (2003) fragility result is robust to the Green and
Lin (2003) communications protocol, then what explains their different con-

19Wallace (1988) points out that their deposit insurance scheme ignores sequential ser-
vice. Ennis and Keister (deposit insurance paper) do it correctly.
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clusions? Ennis and Keister (2009) attribute the discrepancy to what the
two mechanisms assume about the information available to depositors when
they play the withdrawal game. In the Green and Lin (2003), depositors
are assumed to know their position in the sequential service queue before
they arrive, whereas in Peck and Shell (2003), they do not. This additional
information concerning queue position permits the application of a power-
ful backward induction argument to rule out multiplicity that can be applied
generally if depositor types are i.i.d. (Andolfatto, Nosal andWallace, 2007).20

The intuition is as follows. Suppose a patient depositor knows he will be the
last in line if the claims to be impatient. Then any resources he might ac-
quire at that time could be more profitably held in the bank where he earns
interest (recall, the rate of return on his funds is independent of the scale
of the bank’s investments generating that return). Understanding this, the
second-to-last patient depositor similarly has an incentive to tell the truth,
and so on.

There is the question of how to interpret the possibility of knowing one’s
queue position prior to making a withdrawal. Green and Lin (2003) invoke
some notion of “clock time”occuring within each period. Depositors real-
ize their liquidity preference shocks at random times throughout the period.
Those realizing their liquidity needs near the end of the period know that
they are likely to be close to the end of the queue. Alternatively, one could
imagine depositors realizing their liquidity needs simultaneously, with their
deposit contract assigning each depositor to a queue position ex ante.21 This
latter arrangement resembles the tranching of debt into senior and junior
components. The ability to do can evidently prevent panics. Nosal and Wal-
lace (2009), however, point out that incentive constraints are relaxed—hence,
risk-sharing improved—when depositors do not know their queue position.
As not assigning queue positions ex ante evidently opens the door to bank
panics, an interesting trade-off between effi ciency and stability seems appar-
ent. Andolfatto, Nosal and Sultanum (2016), however, demonstrate how this
trade-off vanishes when allocations are permitted to condition payoffs on all
available information.22 Unfortunately, their mechanism relies on the Green

20Ennis and Keister (2009) show how the argument breaks down for correlated types.
21In the context of a movie theater, this would be like selling seats with queue positions

exiting the builiding in case of fire.
22Green and Lin (2000) and all subsequent papers limit their analysis to direct mech-

anisms. Andolfatto, Nosal and Sultanum (2016) consider an indirect mechanism (which
permits a richer message space relative to a direct mechanism). They demonstrate that
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and Lin (2003) communications protocol—it is infeasible under the Peck and
Shell (2003) protocol that we assume here.

Thus, while the Peck and Shell (2003) communication protocol is not
critical for their results, it is for ours. The choice of their protocol was
determined in part by its descriptive realism. As Peck and Shell (2003, p.
105) remark, “It is hard to imagine people visiting their bank for the purpose
of telling them that they are not interested in making any transactions at
the present time.” Having said this, it is nevertheless of some interest to
ask why this is not the case—especially if the practice helps make a bank
less fragile. The question becomes more pertinent when one recognizes that
physical visits are important only to the extent that this the most economical
way of contacting a bank. This may have been true some generations ago,
but is less true in more recent times. On the other hand, even with the advent
of the telephone and email, perhaps it is simply too costly to communicate
one’s liquidity needs at high enough frequency.

6.2 Recent financial stability regulations

Our theory suggests that bank panics are very likely to exist in any environ-
ment where there is: (i) a private information over liquidity needs, and (ii)
a desire to finance fundamentally safe investments beyond a minimum scale
with demandable or short-term debt. Organizations that fund their working
capital using bank credit lines or commercial paper seem particularly vul-
nerable. If funding in this form is suddenly pulled in suffi cient volume, these
organizations could see the value of their long-term operations significantly
decline. This, in turn, can reinforce a bleak outlook on the backing of their
remaining debt. Something along these lines seems to have occurred on Sep-
tember 16, 2008, when the Reserve Primary Fund broke the buck. News of
this event triggered a large wave of redemptions in the money market sector,
especially from funds invested in commercial paper. The wave of redemptions
ceased only after the U.S. government announced it would insure deposits in
money market funds, essentially rendering them panic-free.23

Even though at that time mutual funds allowed their depositors to with-

the optimal indirect mechanism does not reveal depositor queue position, but nevertheless
manages to implement the constrained-effi cient allocation uniquely.
23See Kacperczyk and Schnabl (2010).
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draw their investments on demand with impunity at a fixed par exchange
rate, our model suggests that if these funds were priced using a net-asset-
valuation (NAV) method, there might still have been a panic. In our model,
promised rates of return are made contingent on market conditions, i.e., ag-
gregate redemption demand, and this can be interpreted as a form of NAV
pricing of liabilities. Our effi cient risk-sharing arrangement is permitted to
break the buck in very heavy redemption states. But note that our flexible
NAV-like pricing structure does not eliminate panics.

On July 23, 2014, the Securities Exchange Commission announced money
market reforms that included the requirement of a floating NAV for institu-
tional money market funds, as well as the use of liquidity fees and redemption
gates to be administered in periods of stress or heavy redemption.24 While
our model suggests that NAV pricing of demandable liabilities by itself is not
suffi cient to prevent panics, the use of liquidity fees and redemption gates is
consistent with eliminating panics in our model economy. For example, the
difference in consumption levels between panic-prone and panic-free alloca-
tions, ĉ1(N − 1)− c̄1(N − 1) > 0 described in Section 4.1, can be interpreted
as a liquidity fee that depositors pay to obtain funds when redemption ac-
tivity is judged by the directors of a market fund to be unusually high. This
liquidity free prevents the bank-panic equilibrium.

Other post-financial crisis regulations also take aim at reducing banks’
reliance on short-term borrowing. For example, recent Basil liquidity ratio
regulations are designed to incentivize banks to borrow longer term. The
liquidity ratio requires that banks be able to withstand a significant liquidity
outflow for a period of 30 days. A bank is better able to survive such a
liquidity event if it lends short, which means that it will receive cash during
the liquidity event, and borrows long, which means there is a high probability
that is will not have to pay off loans during the liquidity event. In the context
of our model, this regulation can be interpreted as providing the bank an
incentive to have at least κ units of its loans in the form of long-term 2-
period debt. This long term debt pays off at date 2. This implies that
the bank will always has at least κ invested in the high return project. An
implication of this long-term borrowing is that economy will be panic free.
There is, however, an additional cost is associated with long-term borrowing.
In the event that all N depositors withdraw early for fundamental reasons,

24See: https:// www.sec.gov/ News/ PressRelease/ Detail/ PressRelease/
1370542347679
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which is an event that occurs with low probability when N is large, the
bank will only be able to distribute (N − 2)y units date 1 consumption.
This implies that 2y units will be wasted. If, however, the probability of
a sunspot, θ, is suffi ciently high, then a regulation that requires banks to
undertake some long-term borrowing can generate higher welfare than the
allocation associated with only short-term borrowing that is subject to a
panic.25

6.3 Bank panics and bank size

Based on an examination of the historical record of financial crises, Calomiris
and Gorton (1991) conclude that institutional factors, such as branch bank
laws and bank cooperation arrangements, play an important role in deter-
mining both the frequency and magnitude of bank panics. Williamson (1989)
studies the institutional differences between the banking systems in Canada
and the United States during the U.S. National Banking era. The upshot of
the historical evidence is that banking systems with fewer but larger banks
appear more resilient to panics. Note that “largeness”here should be taken
to include the propensity for banks to engage in branch banking activities
and to cooperate with other banks in an interbank market, possibly in conju-
gation with a central bank. In our model, the parameter indexing the size of a
bank or banking system is N. Our model predicts that larger banks or a more
interconnected banking system are better because larger and more diversified
banks are less likely to experience extremely high redemption states, thereby
lowering the expected cost associated with extra haircuts in high redemptions
states needed to discourage panic behavior.

25The bank may want to invest in long-term debt, even though it is costly, for commit-
ment reasons. For example, if the bank invests in short term debt and promises to keep
at least κ invested for all m ≤ N − 1, as in allocation (c̄1, c̄2), then if N − 1 depositors
contact the bank at date 1 and the bank lacks commitment, it may have an incentive to
to let the investment fall below κ. A bank will have such an incentive if its objective is
to maximize the welfare of the entire community, conditional of the number of contacts it
receives at date 1.
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7 Conclusions

To be added
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