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Abstract

We study the consequences of protectionism for macroeconomic fluctuations. First, using

high frequency trade-policy data, we present fresh evidence on the dynamic effects of temporary

trade barriers. Estimates from country-level and panel VARs show that protectionism acts as

a supply shock, causing output to fall and inflation to rise in the short run. Moreover, protec-

tionism has at best a small positive effect on the trade balance. Second, we build a small-open

economy model with firm heterogeneity, endogenous tradability, and nominal rigidity to study

the channels through which protectionism affects aggregate fluctuations. The model successfully

reproduces the VAR evidence and highlights the importance of both macro and micro forces for

the contractionary effects of tariffs. We then use the model to study scenarios where temporary

trade barriers have been advocated as potentially beneficial, including recessions with binding

constraints on monetary policy easing or in the presence of a fixed exchange rate. Our main

conclusion is that, in all the scenarios we consider, protectionism is not an effective tool for

macroeconomic stimulus and/or to promote rebalancing of external accounts.
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1 Introduction

To paraphrase Karl Marx and Friedrich Engels (1848), a specter is haunting the world economy–

the specter of protectionism. The outcomes of meetings of G-20 finance ministers and central bank

governors have been raising the concern that key powers may be taking steps away from existing

alliances that had been forged also to exorcise this specter.1 Disappointment with the performance

of the globalized world economy since the crisis of 2007-08 and a wave of referendum or electoral

outcomes have sharply increased the likelihood of aggressive use of trade restrictions as instruments

of economic policy. In the United States, President Trump’s administration has threatened punitive

tariffs against a number of partners, and the corporate tax reform proposals by Congress leadership

would introduce a border adjustment in taxation that would amount to a combination of import

tariff and export subsidy.2 Analysts and pundits everywhere have been debating possible costs

and benefits of trade policy as a tool to boost aggregate economic performance, rebalance external

accounts, or address distributional effects of trade. Influential scholars have argued that tariffs may

be beneficial when countries are mired in a liquidity trap, as the inflationary effect of increased

import costs may help lift the economy out of the trap (for instance, Eichengreen, 2016).

This paper contributes to this debate by studying the effects of protectionism on macroeco-

nomic fluctuations. First, we take a fresh look at time series evidence by using vector autoregres-

sions (VARs) to investigate the short-run effects of trade policy on macroeconomic outcomes. We

perform two variants of this exercise: one that focuses on individual countries using quarterly or

monthly data, and the other that uses annual data in a panel VAR for a larger set of countries.

In the first exercise, we use Bown’s (2016) Global Antidumping Database (GAD) to construct se-

ries of initiations of antidumping investigations, which are usually followed by the imposition of

antidumping tariffs. We identify exogenous trade policy shocks by exploiting the contemporaneous

exogeneity of antidumping investigations with respect to macroeconomic variables. We consider

three countries: two emerging economies that are most active in using these trade policy measures

(Turkey and India) and the largest user among small-open developed economies (Canada). We

combine these time series with series on inflation, GDP, and the trade balance (as a ratio to GDP)

to study the consequences of protectionist shocks in structural VAR regressions.

In the second exercise, we use a panel VAR on fifteen small open economies that addresses the

1For instance, references to commitment by the members of the group to reject protectionism were not included
in the communiqué issued at the end of the March 2017 meeting of G-20 policymakers in Baden-Baden, Germany.
This was in striking contrast to past meetings.

2See Freund (2017).
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fact that the GAD covers only a limited portion of total imports. In this exercise, we consider the

import weighted average of applied tariff rates. This restricts our attention to annual data, but we

expand sample size by working with a panel of countries. Important for our analysis that follows,

none of the countries in our panel found itself at the zero lower bound (ZLB) on monetary policy

interest rates in our sample, and all the countries operated under floating exchange rates.

Three robust conclusions emerge from our empirical exercises (and a variety of checks): pro-

tectionism is recessionary, inflationary, and it has, at best, a small positive effect on the trade

balance/GDP ratio. Essentially, the dynamic effects of protectionism in small open economies

are akin to those of negative supply-side shocks that contract output, increase prices, and have a

combination of contrasting effects on the trade balance.

In the second part of the paper, we lay down a benchmark small open economy model of inter-

national trade and macroeconomic dynamics that allows us to delve deeper into the dynamic effects

of protectionism. The model builds on Ghironi and Melitz’s (2005– GM below) dynamic stochastic

general equilibrium version of Melitz’s (2003) trade model by incorporating the endogenous entry

of heterogeneous producers into domestic and export markets. Differently from GM, endogenous

tradedness in the tradable sector (the fact that only a subset of tradable goods is actually traded in

equilibrium) is supplemented by the inclusion of a traditional exogenously non-tradable sector. We

also assume that one of the two countries in the model is a small open economy that has no impact

on the rest of the world. Nominal rigidity is introduced in the form of sticky nominal wages. We

calibrate the model and study the consequences of an increase in protectionism by the small open

economy under flexible exchange rates.

The predictions of the model match the robust results of the empirical evidence: Protectionism

is inflationary, recessionary, and it can generate a small improvement in the trade balance, but

at the cost of a recession. The model highlights the importance of both macro and micro forces

for the contractionary effects of tariffs. Higher import prices prevail on a decline in the price of

domestic non-tradables (due to lower aggregate demand) in driving CPI inflation upward. Tariffs

induce expenditure switching toward domestic tradable goods, but they also reallocate domestic

market share toward less effi cient domestic producers. Households find themselves having to spend

more of their reduced real income to consume any given amount of imports and any given amount

of the bundle of less-effi ciently produced domestic tradables. The result is a reduction in aggre-

gate demand. At the same time, the increase in the price of consumption reduces the resources

available for investment in physical capital and producer entry. The decline of investment in both
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physical capital and creation of new productive units is key in propagating the recessionary effects

of protectionism. In addition to this, the central bank’s response to higher inflation imparts an

additional contractionary impulse. Lower aggregate demand and monetary policy contraction pre-

vail on expenditure switching in causing recession in the aftermath of an increase in protectionism.

Improvement in the trade balance follows from the combination of expenditure switching and the

fact that contraction of domestic income reduces the demand for imports. Overall, model and em-

pirical investigation line up closely in terms of qualitative results and implications: In normal times

and under a flexible exchange rate, protectionism is not advisable if policymakers want to avoid

economic contraction, and, given its recessionary effect, it is at best of dubious value if policymakers

want to improve their countries’external accounts.

We then use the model to study counterfactual scenarios where temporary trade barriers have

been advocated as potentially beneficial. We first consider the argument that protectionism could

be helpful when countries are in a liquidity trap (i.e., when countries are stuck at the zero lower

bound– ZLB– on policy interest rates). Both our empirical evidence and theoretical analysis

suggest that protectionism is inflationary. Through this channel, protectionism may indeed be

temporarily useful to lift economies out of ZLB situations. We therefore perform the following

counterfactual exercise: Suppose the model-home economy is hit by an exogenous, recessionary

shock that pushes the central bank against the ZLB constraint. Would the imposition of tariffs on

imports in the aftermath of this shock help lift the economy out of the liquidity trap? Since the

predictions of the model line up nicely with the evidence when tariffs are imposed under “normal

economic conditions”– none of the countries in our empirical analysis found itself at the ZLB in

our sample– the counterfactual exercise sheds empirically-relevant light on the issue of interest.

The answer is that any beneficial inflationary effects of protectionism are not suffi cient to

overcome the unfavorable macroeconomic effects of reduced real income. Moreover, larger or more

persistent trade shocks have larger recessionary effects along the transition dynamics when the

economy is at the ZLB. The reason is that larger or more persistent tariff increases have a more

unfavorable effect on aggregate demand, which reduces the extent to which the trade policy is

inflationary. Through this channel, a large or persistent trade policy shock ends up becoming

deflationary very shortly after its initial inflationary effect, which worsens the liquidity trap instead

of ameliorating it.

We then explore the consequences of protectionism for countries that peg the nominal exchange

rate. Our interest reflects the widespread diffusion of pegs, crawling pegs, or very narrow bands
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(Reinhart and Rogoff, 2004). A recent illustration of the issue is the experience of Ecuador– a

dollarized economy that applied a broad range of temporary tariffs between 2015 and 2016 to fight a

balance-of-payments crisis. Over this period, the trade balance of Ecuador effectively improved, but

the growth of real GDP further declined, together with consumption and investment. In contrast

to the typical conclusion of textbook models, we find that protectionism remains contractionary

even when the exchange rate is fixed: Higher import prices continue to result in lower aggregate

income and investment, pushing the economy into a recession.

In sum, the policy conclusion of our paper is that protectionism remains a bad idea– at least

for small open economies– even when it is used temporarily, even when economies are stuck in

liquidity traps, and regardless of the flexibility of the exchange rate. Detrimental economic effects

arise even abstracting from retaliation from trade partners.

The paper is related to several literatures. There is a massive amount of work that studies

virtually every aspect of the consequences of protectionism in the international trade field, both

theoretically and empirically. It is impossible to do this work any justice in the limited space of a

non-survey paper.3 Our research is obviously related to work in the trade field by virtue of using

data and concepts that are familiar to trade economists– most notably, Bown (2013) and Bown and

Crowley (2013, 2014). To the best of our knowledge, this is the first study to use high frequency

trade policy data to identify the short-term effects of protectionism.

We also connect to trade research by incorporating rigorous, state-of-the-art trade microfounda-

tions in our macroeconomic model. This allows us to move the frontier set by early analyses of the

dynamic effects of protectionism in international macro models closer to the current frontier of the

trade field, and to use present-day modeling tools to address the connection between protectionism

and macroeconomic dynamics that so many analysts and pundits are spilling ink on.

The macroeconomic effects of trade policy were among the topics of Mundell’s (1961) seminal

analysis of “Flexible Exchange Rates and Employment Policy.”Mundell warned against the poten-

tial recessionary effects of restrictive trade policies under flexible exchange rates, but highlighted

deflationary effects of terms of trade movements. Krugman (1982) showed that Mundell’s conclu-

sion is in fact quite robust to various extensions of the basic IS-LM model. Dornbusch, Fischer, and

Samuelson (1977) included changes in tariffs among the scenarios they explored in their Ricardian

model of international trade and macro dynamics. Eichengreen (1981, 1983) studied the conse-

3See Goldberg and Pavcnik (2016) and references therein for a comprehensive discussion of the effects of trade
policy on trade volumes, prices, productivity, and labor market outcomes.
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quences of tariffs in a portfolio balance model of exchange rate and macro dynamics. In contrast to

previous work, he found that a tariff can have temporary expansionary effects before reducing out-

put and employment in subsequent periods. In more recent literature on trade and macro dynamics,

interest shifted toward understanding the dynamic consequences of trade integration (permanently

lower trade costs) rather than temporary increases in protectionism. For instance, see Barattieri’s

(2014) analysis of global imbalances and asymmetric trade integration in goods versus services,

or Cacciatore’s (2014) study of trade integration and labor market dynamics with heterogeneous

firms and labor market frictions. Farhi, Gopinath, and Itskhoki (2014) pioneered a literature that

investigates the ability of policymakers to deliver devaluation-consistent dynamics under a flexible

exchange rate by using fiscal policy tools, and a budding literature is exploring the macroeconomic

consequences of combinations of trade policy instruments (tariffs-cum-subsidies) or of the border

adjustment proposal (Barbiero, Farhi, Gopinath, and Itskhoki, 2017; Erceg, Prestipino, and Raffo,

2017; Lindé and Pescatori, 2017). We restrict attention to tariffs (which it would be legal to im-

pose under WTO rules in the context of antidumping procedures) as the benchmark trade policy

tool, and– when the exchange rate is fixed– we do not design tariff setting to generate dynamics

that mimic any feature of a devaluation. We focus on exogenous increases in tariffs to keep the

model-based exercise close to the empirical investigation. Our paper contributes to the literature

that reintroduces analysis of protectionism in present-day international macro modeling by using

a quantitative trade and macro model with implications in line with the evidence on the issues we

focus on.4

There is much that this paper does not do: We restrict attention to small open economies,

since this is where we find more data to perform empirical investigation of the dynamic effects

of protectionism. Given the “America First”stance of President Trump’s administration and the

debate on trade policy in the United States, it will be important to investigate the interaction of

protectionism and macro dynamics when economies are large and their policy actions have non-

negligible external effects. The recent papers we mentioned in the previous paragraph make a

start at that in models that do not feature the trade microfoundation of our framework. We do

not study optimal tariff setting.5 Finally, we do not address the distributional consequences of

4By exploring whether protectionism is expansionary at the ZLB, this paper is also related to the study of the
possible expansionary effects of negative supply shocks in Wieland (2016) and to the analysis of non-conventional
fiscal policy at the ZLB by Correia, Farhi, Nicolini, and Teles (2011).

5Eaton and Grossman (1981) provide an interesting analysis of the interaction of optimal tariff setting and market
incompleteness for a small open economy. They find that incomplete markets motivate the optimality of positive
tariffs. Optimal tariff arguments are part of the analysis of monetary policy in Bergin and Corsetti (2015). They use
a model with endogenous producer entry in the traded sector, but they do not focus on the consequences of trade
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protectionism or the dynamic impact it could have on the sectoral structure of the economy. These

are all interesting, important topics that we leave for future research.

The rest of the paper is organized as follows. Section 2 presents our empirical exercise. Section

3 lays down the model. Section 4 presents the calibration, Section 5 uses the calibrated model

to investigate the effects of imposing tariffs in normal times or at the ZLB. Section 6 studies the

effects of protectionism under a fixed exchange rate. Section 7 concludes.

2 Empirical Evidence

In this Section, we study the macroeconomic effects of trade policy shocks by applying structural

vector autoregression methods. First, we use quarterly and monthly measures of temporary trade

barriers and macroeconomic data for individual countries. Second, we consider annual tariffs and

macroeconomic data for a panel of 15 small-open economies. We identify trade policy shocks by

exploiting decision lags inherent in trade policy decisions. The main conclusion is that protectionism

acts as a supply shock, as it is both inflationary and recessionary. At the same time, protectionism

has at best a small positive effect on the trade balance.

Monthly and Quarterly Trade Policy Data

Antidumping duties, global safeguards, and countervailing duties– what Bown (2011) calls tem-

porary trade barriers– are the primary policy exceptions to the trade rules embodied in the

GATT/WTO. These are the policies used by both industrial and developing countries to implement

new trade restrictions during the last twenty years. As a result, exporters are simultaneously sub-

ject to low (on average) applied import tariffs, while facing frequently changing temporary trade

barriers. Among the latter, antidumping initiatives account for the vast majority of trade pol-

icy actions– across countries, they account for between 80 and 90 percent of all temporary trade

barriers.

The Global Antidumping Database (GAD), maintained by Bown (2016), collects and organizes

information on product-level antidumping investigations since the late 1980s across country users.6

The database provides information about the date in which antidumping investigations are initiated,

their outcomes (i.e., the amount of antidumping duties), the products involved, and the trading

policy shocks.
6As of June 2017, the data are available at http://econ.worldbank.org/ttbd/gad/. The time coverage varies across

countries.
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partners against which the initiatives apply. Given the structure of the dataset, it is possible to

build time series data for antidumping policy actions at any time frequency longer than daily.

Following Bown and Crowley (2013), our baseline measure of trade policy corresponds to the

number of HS-6 products for which an antidumping investigation begins in a given quarter or

month. We construct time series data by matching the initiation dates of each anti-dumping case

recorded in the GAD to the number of HS-6 products interested by each investigation. Notice that

while the products subject to investigations are typically recorded with HS-6 codes, in some cases

the information is available at a more disaggregated level (8- or 10-digits). As in Bown (2011),

we record such observations at the HS-6 level whenever at least one sub-product is subject to the

investigation.7

We focus on two countries in the main text: Turkey and Canada. In the Appendix, we also

report the results for India. Turkey and India are the largest and most active user of temporary

trade barriers (Bown, 2011); Canada is the largest and most active user among developed small-

open economies. For instance, in Turkey, up to 5.3 percent of imported products are subject to

temporary trade barriers over the period 1994-2009 (Bown, 2011), amounting to 1 percent of GDP.

For Canada, the percent of imported products is 2.2 percent, amounting to 0.4 percent of GDP.

Figure 1 and 2 report the dynamics of new antidumping initiatives at quarterly frequency

together with the growth rate of real GDP. Both figures show substantial variation over time in the

trade policy measure. Furthermore, the figures highlight the lack of systematic correlation between

antidumping investigations and aggregate conditions. For instance, in Canada, the unconditional

contemporaneous correlation between GDP growth and new antidumping investigations is virtually

zero. Moreover, the three largest spikes in antidumping investigations occur at times of positive

economic growth, with a rather modest increase during the Great Recession. The picture is similar

for Turkey, although there is a spike in 2000:Q4, at the onset of the financial crisis– notice however

that the spike predates by a year the trough of GDP. As discussed below, our results are unaffected

when we restrict the Turkish sample to the period post 2002.

7A very small fraction of observations are recorded at the 4-digits level. Our baseline measure does not include
these observations. In the Appendix, we show that our results are robust to an alternative treatment of 4-digits
observations.
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Empirical Strategy

For each country, we estimate a structural VAR

Yt = Θ +

p∑
i=1

ΦiYt−i +Aut,

where Yt is a vector that collects the trade policy measure and the macroeconomic variables; ut is

a vector of structural innovations such that E (utu
′
t) = IN ; A is the matrix that links structural-

and reduced-form innovations.

We identify structural trade policy shocks by exploiting the contemporaneous exogeneity of

antidumping investigations with respect to macroeconomic variables. The reason why antidumping

investigations are predetermined within a quarter or a month is twofold. First, there are decision

lags in the opening of investigations stemming from coordination issues among producers and tech-

nical aspects of regulation– the opening of an investigation requires filing a petition (supported by

a minimum number of producers) that gathers evidence about dumped imports, and a preliminary

assessment of compliance.8 Second, antidumping investigations reflect trade import-injury due to

unfair foreign competition, which is less likely to depend on current macroeconomic conditions in

the domestic economy.

For these reasons, we order the trade policy measure first in the VAR and impose a recursive

ordering of the structural shocks (i.e., a triangular structure for the matrix A). Since we are not

interested in identifying shocks to macroeconomic variables, their ordering is irrelevant for the

purpose of our analysis.

The identifying assumption is valid as long as trade policy actions are not anticipated by eco-

nomic agents– from an econometric standpoint, anticipation can lead to a non-fundamental moving

average VAR representation. Our focus on the initiations of antidumping investigations rather than

on their final outcome (i.e., the imposed antidumping duties) addresses this issue. The reason is

that petitions to open an investigation are not publicly announced, and the supporting evidence is

not disclosed to the public until a later date. By contrast, the final outcomes of ongoing investiga-

tions are likely to be anticipated. First, the opening of an investigation (as opposed to the initiation

of the process by filing a petition) is immediately announced to the public and agents can access the

supporting documentation. Second, the application of antidumping duties is in general retroactive

8For instance, in Turkey the industry application must represent at least 25 percent of the product’s total pro-
duction. Moreover, once producers bring the application before the board, it takes up to 45 days for a final decision
about the opening of an offi cial antidumping investigation.
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(up to the beginning of the investigation). Third, antidumping tariffs are predictable at the time

of the investigation, since duties are commensurate to the margins of dumping. Indeed, the share

of antidumping investigations that end up with the imposition of tariffs is substantial (more than

85 percent of cases in Turkey and India and approximately 65 percent of cases in Canada). For

these reasons, our benchmark specification focuses on the initiation of antidumping investigations.9

Figure 3 summarizes the timing and the institutional details about the opening of antidumping

investigations discussed in this section. In the Appendix, we discuss the sensitivity of the results

to alternative measures that exploit information about the outcomes of the investigations.

A few words on the relationship between our identification approach and the countercyclical,

lagged response of TTBs to macroeconomic variables (Bown and Crowley, 2013) are in order. First,

what matters for identification is the exogeneity of TTBs with respect to current macroeconomics

shocks– the VAR structure already accounts for the lagged response of antidumping investigations

to previous macroeconomic shocks. Second, our analysis uses monthly and quarterly data. At

such frequencies, the decision lags previously discussed imply that antidumping investigations are

realistically predetermined. Third, our results are not sensitive to the ordering of the trade policy

measure in the VAR– in particular, we obtain similar impulse responses when we allow trade

policy to respond to current macroeconomic shocks. Finally, as detailed below, our results show

that protectionism triggers negative comovement between output and inflation. This result is not

compatible with the propagation of demand-side shocks (e.g., financial shocks), arguably the key

drivers of business cycles in the countries in our sample.10

Results

We now turn to the discussion of macroeconomic variables and results. We consider both quarterly

and monthly time series. Quarterly data allow us to use a comprehensive measure of aggregate

economic activity (real GDP rather than industrial production). Monthly data feature a larger

number of observations, allowing us to include more series in the VAR. Notice that the specific

frequency of observations (quarterly versus monthly) is not crucial for the identification of exogenous
9Whether or not the assumption has first-order effects depends on the time elapsing between the beginning and the

end of an investigation. For Canada, the median duration of an investigation is 90 days, suggesting that at quarterly
frequencies the distinction is less important. For Turkey, the information about the dates of preliminary decisions
is in general not available. Staiger and Wolak (1994) find that the mere opening of an antidumping investigation
has effects on imports due both to an exporter pricing mechanism and to an importer reaction to the filing of an
investigation.
10A final observation further corroborates the contemporaneous exogeneity of antidumping investigations: The

episodes in which antidumping investigations increase more significantly in Canada (e.g., 1997:Q4, 1999:Q3, 2001:Q1)
involve steel-sector products that also feature antidumping investigation in the U.S.
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trade policy shocks, since, as noted above, decision lags realistically exceed a quarter.

Quarterly Data For each country, we estimate a structural VAR with four observables: the

number of antidumping initiatives, real GDP growth, the core CPI inflation rate, and real net

exports over GDP.11 The data cover the period 1994:Q1 to 2015:Q4. The Appendix presents the

details about the data. We estimate the VAR including two lags of each variable.12

Figures 4 and 5 report the impulse responses to a one-standard deviation shock to antidumping

initiations in Canada and Turkey, respectively.13 In Canada, the shock implies a 50 percent increase

in the average number of HS-6 products subject to new antidumping investigations. Figure 4 shows

that Canadian inflation increases and the growth rate of GDP declines. There is a modest, albeit

significant, increase in the trade balance to GDP ratio. Annualized inflation rises by approximately

0.2 percent at the peak, while GDP growth declines by 0.1 percent at the trough. To be understand

the magnitude of the responses, we examine the economic significance of antidumping investigations

in the largest episodes in our sample. For instance, consider the highest peak for Canada in quarter

2001:Q1. In this episode, the products under investigation were all in the steel sector, accounting for

approximately 30 percent of sectoral imports. In turn, the steel sector’s contribution to Canadian

GDP was 1.1 percent, inclusive of input-output linkages14 All these initiatives ended up with

the imposition of tariffs, with a median rate equal to 56 percent. The figures are similar when

considering the second highest peak in quarter 1998:Q4.

The results for Turkey are qualitatively identical, although the response of macroeconomic

variables is stronger. Annualized inflation rises by approximately 1.5 percent at the peak, while

GDP growth declines by 0.4 percent at the trough. These heightened effects are due to three factors.

First, the size of the shock is larger, since now a one-standard deviation shock doubles the number

of antidumping initiatives. Second, the imposed tariffs remain in place longer (at least six and half

years). Third, in our sample, the cycle of the Turkish economy is five times more volatile than

Canada, implying larger responses to macroeconomic shocks. As shown in the Appendix, when we

11Core inflation is more appropriate than headline inflation to assess the effects of antidumping investigations, since
antidumping policy in practice is never applied to energy and only rarely applied to food products. Results remain
robust when considering headline CPI inflation. Notice also that Turkish inflation dynamics display a significant
decline in the early 2000s, reflecting the adoption of inflation targeting (the new regime was announced in 2002 and
implemented in 2006). For this reason, we allow the mean of the inflation rate to differ pre- and post-2004– by 2004,
inflation was stabilized, leading to a new regime with lower mean and variance.
12The Akaike information criterion suggests this is a plausible choice for both countries.
13The error bands are at 68 percent confidence level and obtained via bootstrapping as in Kilian (1998).
14We sum the share of NAICS-6 digit steel sectoral value added over GDP and the share of steel output used

as an input in other industries. The steel sector directly accounted for 0.3 percent of Canadian GDP, while the
intermediate-input usage was worth 0.8 percent of GDP.
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restrict the Turkish sample to the period post 2002:Q1, the magnitude of impulse responses becomes

similar to those for Canada. This finding reflects the substantial decline in aggregate volatility in

the Turkish economy brought about by the adoption of inflation targeting and far-reaching reforms

in the financial sector following the crisis of 2001.15

In the Appendix, we conduct several additional exercises to assess the robustness of our findings.

First, we consider alternative trade policy measures. Second, we replace the growth rate of real

GDP with log-deviations of real GDP from a deterministic trend. Third, we include the oil price in

the VAR, an additional control for supply-side determinants of GDP and inflation.16 The results

remain very similar to those generated by the benchmark specification. Finally, we estimate the

VAR on Indian data. Also in this case, the results are similar to those for Canada and Turkey.

Monthly Data At monthly frequency, we replace real GDP growth with the log-deviations of

industrial production from a deterministic trend, and we consider the level of real net exports (mea-

sured in 2010 USD billions). We also add the nominal interest rate and the appreciation rate of the

effective nominal exchange rate to the list of macroeconomic variables.17 The increased number of

observations also allows us to control for the role of macroeconomic developments that characterize

the Turkish economy in the early 2000s– Turkey experienced both financial and monetary policy

reforms in the aftermath of the 2001 crisis. In particular, we restrict the sample to the post-2004

period, although the results are not substantially affected by using the full sample. The period of

analysis is hence 2004:M1-2015M:12 for Turkey and 1994:M1-2015:M12 for Canada.

Figure 6 reports the results for Canada. The industrial production index declines slowly, and

it remains negative and statistically significant for several months. The annualized inflation rate

displays a statistically significant increase after four months (by about 0.3 percent). The response

of the interest rate is also positive and significant on impact, with a slow decay afterwards. Initially,

the response of net exports is positive and statistically significant, followed by a decline, which is

however non statistically significant. The nominal exchange rate display an appreciation, which

becomes significant at the fifth month.

15 In May 2001, the Banking Regulation and Supervision Agency initiated a comprehensive restructuring program
for the banking system (BRSA, 2010). In January 2002, Turkey adopted implicit inflation targeting.
16We use the Global Price of WTI Crude provided by the Federal Reserve Bank of St. Louis. To limit the number

of impulse responses presented in the Appendix, the estimates from the VARs that include the oil price are available
upon request.
17For the Canadian interest rate, we use the overnight interbank rate provided by the OECD. For Turkey, we

follow Kilinc and Tunc (2014) and use the overnight repo interest rate provided by the Bolsa of Istanbul. (In the
robustness analysis with quarterly data, we used a different series for the Turkish interest rate, since the repo rate is
only available since 2000.)
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Figure 7 reports the results for Turkey. Following the increase in antidumping initiations,

inflation increases on impact, and it remains positive for four months. A second positive and

significant peak occurs at the seventh month. Industrial production declines for seven months

with a decline of about 0.5 percent at the trough. Real net exports display a modest increase.

The nominal exchange rate, after an initial depreciation, displays a persistent appreciation, with

a significant peak at the seventh month. By contrast, the response of the interest rate is not

significant.

In the Appendix, we show that the results are robust to considering the same alternative trade

policy measures as for the quarterly VAR and to the inclusion of the growth rate of industrial

production rather than its level. We also report impulse responses for India. The results are

similar to those obtained for Canada and Turkey.

Annual Tariff Data: A Panel SVAR of Small Open Economies

The Global Antidumping Database makes it possible to construct monthly and quarterly measures

of trade policy. However, antidumping investigations only apply to a subset of imports. For this

reason, we now consider a more comprehensive trade policy measure, the import-weighted average

of the applied tariff rates.18

Since tariff data are only available at annual frequency, we estimate a panel SVAR using harmo-

nized data for a sample of fifteen countries over the period 1996-2014. Data limitations determine

the list of countries that we include in the analysis.19 All the countries in the sample had a floating

exchange rate regime and none of them hit the zero lower bound on the policy interest rate over

the sample period.20

Figure 8 plots the tariff data for the fifteen countries in our sample. Over time, the applied tariff

rates show a general decline in all the countries considered.21 However, there is significant variation

around the downward trend in several countries. Given this observation, we measure temporary

trade policy interventions by removing a linear trend from the tariff series.

Our benchmark SVAR specification includes three macroeconomic variables: the growth rate
18We use HS-6 digits tariff rates from WITS. The import-weighted average of applied tariff rates is computed by

using fixed weight, with imports fixed at the 1996 level. This addresses the concern that variation in the average may
reflect changes in weights rather than in tariffs.
19The countries in the sample are Australia, Brazil, Canada, Chile, Colombia, Iceland, South Korea, South Africa,

Malaysia, Norway, New Zealand, Philippines, Paraguay, Turkey, and Uruguay.
20Malaysia pegged its currency to the US dollar for part of the sample. However, the exclusion of Malaysia from

the sample does not affect our results.
21Especially at the beginning of the sample, coinciding with the implementation of the Uruguay round of trade

negotiations, and the establishment of the WTO.
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of real GDP, CPI inflation, and real net exports over GDP.22 The data come from the World

Development Indicators database (see the Appendix for details). We also include country-fixed

effects, accounting for unobserved, time-invariant cross-country heterogeneity, and year fixed effects,

accounting for the presence of common shocks across countries. Due to the limited dimension of

the dataset, we restrict each equation coeffi cient to be the same across countries.

We continue to identify trade policy shocks by assuming that trade policy responds with a one-

period delay to macroeconomic shocks. As before, the assumption reflects decision lags in trade

policy changes. For instance, in the context of the WTO, when tariffs increase above their bound

rate, countries have to negotiate with the most concerned trading partners (possibly settling a

compensation for the loss of trade). Moreover, various countries in our sample are part of custom

unions (Brazil, Colombia, Paraguay, Turkey and Uruguay), and common external tariffs are set at

the level of the union. We estimate the VAR including one lag of each variable.

Figure 9 reports the impulse responses to a one-standard deviation tariff increase (around 1.2

percentage points).23 Inflation rises by 0.4 percentage points, while GDP growth decreases by

about 0.3 percent on impact. While the point estimate of real next exports over GDP is positive,

the effect is not statistically significant.

In the Appendix, we show that the results are robust to the inclusion of a measure of the short

term interest rate.24 Furthermore, we provide additional evidence by considering a measure of the

extensive margin of trade policy. In particular, for each year and country, we compute the share

of non-zero tariff lines using a 6-digits HS classification code. Also in this case, we find that an

increase in the share of non-zero tariff lines is inflationary and recessionary.25

Overall, the empirical analysis provides evidence of non-negligible macroeconomic effects of

temporary trade barriers at frequencies that are relevant for business cycle analysis. In particular,

trade policy tends to be inflationary and recessionary in small open economies that operate under

flexible exchange rates. At the same time, protectionism has at best a small positive effect on the

trade balance.
22We remove a linear trend from CPI inflation due to the presence of deterministic trends in inflation for several

countries in the sample. The panel-unit-root tests proposed by Levin, Lin, and Chu (2002) reject at the one percent
confidence level the presence of unit roots in the three macroeconomic variables we use (against the alternative that
each panel variable is trend-stationary).
23As before, the error bands are at 68 percent confidence level and obtained via bootstrapping as in Kilian (1998).
24As detailed in the Appendix, data on interest rates come mostly from the OECD. For Paraguay and Uruguay,

the data come from the IMF IFS. For Malaysia and Philippines, we used data directly collected from the respective
central banks.
25However, while the response of inflation is statistically significant, the response of GDP growth is not.
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3 The Model

In this Section, we develop the small open economy model of trade and macroeconomic dynamics

that we will use for the exercises in the remainder of the paper.

As is now standard practice in the literature, we model the small open economy as a limiting

case of a two-country dynamic general equilibrium model in which one country (the small open

economy, also referred to as Home) is of measure zero relative to the rest of the world (Foreign

henceforth). As a consequence, the policy decisions and macroeconomic dynamics of the small open

economy have no impact on Foreign. We abstract from monetary frictions that would motivate a

demand for cash currency, and we resort to a cashless model following Woodford (2003). Next we

describe in detail the problems facing households and firms in the small open economy.

Household Preferences

The small open economy is populated by a unit mass of atomistic households. Each household

is a monopolistic supplier of one specific labor input. The representative household, indexed by

h ∈ [0, 1], maximizes the expected intertemporal utility function

E0

∞∑
t=0

βt [u((Ct (h))− v(Lt (h))] , (1)

where β ∈ (0, 1) is the discount factor, Ct (h) is a consumption basket that aggregates traded and

non-traded goods as described below, and Lt (h) is the number of hours worked. Period utility

from consumption, u(·), and disutility of effort, v(·), satisfy the standard assumptions. In order to

simplify the notation, we anticipate symmetry of the equilibrium across households and omit the

index h below, unless it is necessary for clarity.

Consumption is a C.E.S. composite of tradable and non-tradable baskets, CTt and C
N
t :

Ct =

[
(1− αN )

1
φN

(
CTt
)φN−1

φN + α
1
φN
N

(
CNt
)φN−1

φN

] φN
φN−1

,

where αN ∈ (0, 1] is the share of non-tradables and φN > 0 denotes the constant elasticity of

substitution. The consumption-based price index is

Pt =
[
(1− αN )

(
P Tt
)1−φN

+ αN
(
PNt
)1−φN ] 1

1−φN ,
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where P Tt is the price of the tradable basket and PNt is the price of the non-tradable basket (all

prices are in units of Home currency unless noted). The demand for tradables is CTt = (1 −

αN )
(
P Tt /Pt

)−φN Ct; the demand for non-tradables is CNt = αN
(
PNt /Pt

)−φN Ct.
The non-tradable consumption basket CNt aggregates consumption varieties CNt (n) over a con-

tinuum (0, 1): CNt =
[∫ 1

0 C
N
t (n)(θN−1)/θNdn

]θN/(θN−1)
, where θN > 1 is the symmetric elasticity

of substitution across non-tradable goods. The corresponding consumption-based price index is

PNt =
[∫ 1

0 P
N
t (n)1−θNdn

]1/(1−θN )

, where PNt (n) is the price of product n.

We use the subscript D to denote quantities and prices of a country’s own tradable goods

consumed domestically, and the subscript X to denote quantities and prices of exports. The trad-

able consumption basket CTt aggregates consumption sub-baskets of Home tradables and Foreign

exports in Armington form with elasticity of substitution φT > 0:

CTt =

[
(1− αX)

1
φT

(
CTD,t

)φT−1
φT + α

1
φT
X

(
CT

∗
X,t

)φT−1
φT

] φT
φT−1

, 0 < αX < 1,

where 1−αX is the weight attached to the country’s own good. Preferences for tradables are biased

in favor of domestic goods whenever αX < 1/2. The price index that corresponds to the basket CTt

is given by

P Tt =
[
(1− αX)

(
P TD,t

)1−φT
+ αXP

T ∗1−φT
X,t

] 1
1−φT .

Home demand for domestic tradable consumption is CTD,t = (1− αX)
(
P TD,t/P

T
t

)−φT
CTt , while the

demand for the imported bundle is CT
∗

X,t = αX

(
P T

∗
X,t/P

T
t

)−φT
CTt .

Domestic tradable consumption, CTD,t, aggregates consumption varieties C
T
D,t(ω) over a con-

tinuum Ω: CTD,t =
[∫
ω∈ΩC

T
D,t(ω)(θT−1)/θT dω

]θT /(θT−1)
, where θT > 1 is the symmetric elasticity

of substitution across goods. Following Ghironi and Melitz (2005), at any given point in time,

only a subset of goods Ωt ∈ Ω is available. A similar basket describes the imported consumption

bundle: CT
∗

X,t =
[∫
ω∈Ω∗ C

T ∗
X,t(ω)(θT−1)/θT dω

]θT /(θT−1)
. The price index for the domestic tradable

bundle is P TD,t =
[∫
ω∈Ωt

P TD,t(ω)1−θT dω
]1/(1−θT )

, where P TD,t(ω) is the nominal price of good ω ∈ Ωt.

The price index for the imported bundle is P T
∗

X,t =

{∫
ω∈Ωt

[(
1 + τ IMt

)
P T

∗
X,t(ω)

]1−θT
dω

}1/(1−θT )

,

where τ IMt > 0 is an ad-valorem import tariff and P T
∗

X,t(ω) is the dock price of the imported

variety (denominated in Home currency). We assume that the government rebates the tariff

revenue to the households in lump-sum fashion. Home demand for a domestic tradable vari-
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ety is CTD,t (ω) =
(
P TD,t (ω) /P TD,t

)−φT
CTD,t, while the demand for a Foreign tradable product is

CT
∗

X,t (ω) = αX

[(
1 + τ IMt

)
P T

∗
X,t (ω) /P T

∗
X,t

]−φT
CT

∗
X,t. Intuitively, higher tariffs increase the relative

price of Foreign exports and shift demand away from Foreign products.

Production

In each country, there are two vertically integrated production stages. At the upstream level,

perfectly competitive firms use capital and labor to produce a non-tradable intermediate input. At

the downstream level, two sectors use the intermediate input to produce tradable and non-tradable

final consumption goods. In the benchmark version of the model, we consider flexible prices in both

tradable and non-tradable sectors. We consider the role of price-setting frictions in the Appendix.

Homogeneous Intermediate Input Production

There is a unit mass of perfectly competitive intermediate producers. The representative interme-

diate firm produces output Y I
t = ZtK

α
t L

1−α
t , where Zt is aggregate productivity, Kt is physical

capital, and Lt is a bundle of the labor inputs supplied by individual households. We assume there

is a competitive rental market for capital. Home productivity follows an exogenous autoregressive

process: logZt = ρZ logZt−1 + εZ,t, where ρZ ∈ (0; 1) and εZ,t
i.i.d.∼ N

(
0, σ2

Z

)
.

Let ϕt be the real price (in units of final consumption) of the intermediate input. The Home

intermediate sector firm chooses Lt and Kt to maximize the value of per-period profit: dIt ≡ ϕtY I
t −

(wnt /Pt)Lt − rK,tKt, where wnt is the nominal cost of labor, and rK,t is the rental rate of capital.

The first-order conditions for Lt and Kt imply (1− α)ϕtY
I
t /Lt = wnt /Pt and αϕtY

I
t /Kt = rK,t,

respectively.

The composite labor input aggregates in Dixit-Stiglitz form the differentiated labor inputs

provided by domestic households: Lt ≡
[∫ 1

0 (Lt (h))(η−1)/η dh
]η/(η−1)

where η > 0 is the elasticity of

substitution between the different labor inputs, and Lt (h) denotes the labor hired from household

h. The total wage bill is wnt ≡
[∫ 1

0 (wnt (h))1−η dh
]1/(1−η)

, where wnt (h) is the nominal wage rate

paid to household h. Labor demand for the labor input h is thus:

Lt (h) =

(
wnt (h)

wnt

)−η
Lt. (2)

Each household sets the nominal wage wnt (h) acting as a monopolistic supplier of its differentiated

labor input. We discuss wage determination when presenting the household’s optimal decisions.
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Non-Tradable Sector

Our model will feature Melitz-type selection of tradable producers into exporting. However, the

Melitz model is best thought of as a model of the tradable sector, part of which turns out to

be non-traded in equilibrium (thus, the model is naturally suited to capture the evidence that

many manufacturing producers do not export– see Bernard, Eaton, Jensen, and Kortum, 2003).

We address the fact that economies include sectors that produce truly non-tradable output by

augmenting the framework with an exogenously non-tradable sector.

This sector is populated by a continuum of monopolistically competitive firms, each producing

a different non-traded variety n.26 Production requires intermediate inputs. Consumption demand

for variety n is Y N
t (n) =

(
PNt (n) /PNt

)−θN Y N
t , where Y

N
t denotes aggregate demand of the

composite non-tradable bundle by domestic households. Per-period (real) profits are given by

dNt (n) ≡
[
PNt (n) /Pt − ϕt

]
Y N
t (n). All profits are returned to households as dividends. Optimal

price setting implies that the real price of product n is equal to a markup over marginal cost:

ρNt (n) ≡ PNt (n) /Pt = [θN/ (θN − 1)]ϕt.

Tradable Sector

There is a continuum of monopolistically competitive firms, each producing a different tradable

consumption good variety ω that can be sold domestically and abroad. Firms are heterogeneous

since they produce with different technologies indexed by relative productivity z. Since in equi-

librium all firms with the same productivity behave symmetrically, we index firms by z from now

on, omitting the variety index ω. The number of firms serving the domestic and export market

is endogenous. Prior to entry, firms face a sunk entry cost fE.t (in units of intermediate input),

representing the real costs of regulation and the technological investment associated with market

entry. Upon entry, Home and Foreign firms draw their productivity level z from a common distri-

bution G(z) with support on [zmin,∞). This relative productivity level remains fixed thereafter.

There are no fixed costs of production. Hence, all firms that enter the tradable sector produce

in every period until they are hit by a “death”shock, which occurs with probability δ ∈ (0, 1) in

every period. Exporting is costly and it involves both a per-unit iceberg trade cost τt > 0 and a

26We abstract from producer heterogeneity and endogenous producer entry in the non-tradable sector, since these
mechanisms are not central to understanding the short-run effects of protectionism. See Cacciatore, Duval, Fiori,
and Ghironi (2016) for a model with endogenous producer entry in the non-tradable sector.
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per-period fixed cost fX,t in units of the intermediate input.27

Let P TD,t (z) and P TX,t (z) denote, respectively, the nominal domestic price (in Home currency)

and the export price (in Foreign currency) set by Home producer z. Notice that P TX,t (z) is the

dock export price, i.e., P TX,t (z) does not include Foreign import tariffs (if any). Domestic demand is

Y T
D,t (z) =

(
P TD,t (z) /P TD,t

)−θT
Y T
D,t, while export demand is Y

T
X,t (z) =

[(
1 + τ IM

∗
t

)
P TX,t (z) /P TX,t

]−θT
Y T ∗
X,t,

where τ IM
∗

t > 0 is an ad-valorem import tariff imposed by Foreign. The terms Y T
D,t and Y

T ∗
X,t denote,

respectively, Home and Foreign aggregate demand of the basket of Home tradable goods. All firms

set flexible prices that reflect the same proportional markup θT / (θT − 1) over marginal cost. Let

ρTD,t(z) ≡ P TD,t (z) /Pt and ρTX,t(z) ≡ P TX,t (z) /P
∗
t denote real prices relative to the consumer price

index in the destination market. The optimal prices are then given by: ρTD,t(z) = [θT / (θT − 1)]ϕt/z

and ρTX,t(z) = (1 + τt) ρ
T
D,t(z)/Qt, where Qt ≡ εtP ∗t /Pt is the consumption-based real exchange rate

(units of Home consumption per unit of Foreign) and εt is the nominal exchange rate (units of Home

currency per unit of Foreign).

Due to the fixed export cost, firms with low productivity levels z may decide not to export in

any given period. When making this decision, a firm decomposes its total real profit dTt (z) into

portions earned from domestic sales, dTD,t (z), and from potential export sales, dTX,t (z). These profit

levels, expressed in units of Home consumption, are given by the following expressions:

dTD,t (z) ≡
(
ρTD,t(z)−

ϕt
z

)
Y T
D,t (z) ,

and

dTX,t (z) ≡
[
Qtρ

T
X,t(z)− (1 + τt)

ϕt
z

]
Y T
X,t (z)− ϕtfX,t.

A firm will export if and only if the expected profit from exporting is non-negative. This will be

the case as long as productivity z is above a cutoff level zX,t such that: zX,t = inf{z : dTX,t(z) > 0}.

We assume that the lower-bound productivity zmin is low enough relative to the export costs that

zX,t is above zmin. Firms with productivity levels between zmin and the export cutoff level zX,t

produce only for their domestic market in period t. The set of exporting firms fluctuates over time

with changes in the profitability of export.

27Although a substantial portion of fixed export costs are sunk upon market entry, we follow Ghironi and Melitz
(2005) and do not model the sunk nature of these costs explicitly. The presence of sunk export costs would introduce
an option value to exporting, complicating the solution method considerably. As Ghironi and Melitz (2005), we
conjecture that the presence of sunk export costs would enhance the persistence properties of the model.
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Firm Averages In every period, a mass ND,t of tradable-sector firms produces in the Home

country. Among these firms, there are NX,t = [1−G (zX,t)]ND,t exporters. As in Melitz (2003) and

Ghironi and Melitz (2005), all the information on the distribution of productivity levels G(z) that is

relevant for aggregate outcomes can be summarized by appropriately defined average productivity

levels. Define an average productivity level z̃D for all producing firms that serve the domestic

market and an average z̃X,t for all Home exporters:

z̃D ≡
[∫ ∞

zmin

zθT−1dG(z)

]1/(θT−1)

, z̃X,t ≡
[

1

1−G(zX,t)

∫ ∞
zX,t

zθT−1dG(z)

]1/(θT−1)

,

where z̃D and z̃X,t are based on weights proportional to relative firm output shares. The model

can be restated in terms of average (representative) firms. The average price of Home firms in

their domestic market is ρ̃TD,t ≡ ρTD,t(z̃D), while the average price of Home exports is ρ̃TX,t ≡

ρTX,t(z̃X,t). Average domestic tradable output is Ỹ
T
D,t =

(
ρ̃TD,t/ρ

T
D,t

)−θT
Y T
D,t, while average export

is Ỹ T
X,t =

(
ρ̃TX,t/ρ

T
X,t

)−θT
Y T
X,t. The average profit from domestic sales is d̃TD,t ≡ dTD,t(z̃D), while the

average export profit is d̃TX,t ≡ dTX,t(z̃X,t). Thus, the average total profit of Home firms is given by

d̃Tt = d̃TD,t + (NX,t/ND,t) d̃
T
X,t. Finally, we can also define the average productivity of Home firms

in the tradable sector as:

z̃t =

[
z̃θT−1
D +

(
z̃X,t

1 + τt

)θT−1(NX,t

ND,t

)] 1
θT−1

.

Following Melitz (2003) and Ghironi and Melitz (2005), we assume that z is drawn from a Pareto

distribution with lower bound zmin and shape parameter κ > θT − 1. The share of exporting firms

is then given by NX,t/ND,t = (zmin/z̃X,t)
κ [κ/ (κ− θT + 1)]κ/(θT−1), while the zero-profit condition

that determines the productivity cutoff zX,t is such that d̃X,t = (θT − 1) / [κ− θT + 1)]ϕtfX,t.

Firm Entry and Exit In every period there is an unbounded mass of prospective entrants

in both countries. As in Ghironi and Melitz (2005), entrants at time t start producing only at

t + 1, a plausible assumption given the quarterly calibration we will pursue. Potential entrants

are forward looking and form rational expectations about their expected post-entry value ẽt. The

latter is defined by the expected present discounted value of the stream of per-period average profits:

ẽt ≡ Et
[∑∞

s=t+1 βt,s(1− δ)s−td̃Ts
]
. We assume that firms are owned by domestic households, which

implies that future profits are discounted with their stochastic discount factor, adjusted by the
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probability of firm survival. The discount factor is defined by βt,t+s ≡ βsuC,t+s/uC,t, where uC,t

denotes the marginal utility of consumption in period t. Entry occurs until average firm value

equals the entry cost, leading to the free-entry condition ẽt = ϕtfE.t. Finally, time-to-build and the

assumption that the exit shock happens at the end of each period imply that the law of motion for

the number of producing firms is ND,t = (1− δ)(ND,t−1 +NE,t−1).

Household Budget Constraint and Intertemporal Decisions

International asset markets are incomplete, as non-contingent nominal bonds denominated in For-

eign currency are the only internationally traded asset. The representative household can also

invest in non-contingent nominal bonds denominated in Home currency, which are traded only do-

mestically. Let At+1 (h) and A∗,t+1 (h) denote, respectively, nominal holdings of Home and Foreign

bonds for the representative Home household h. To ensure a determinate steady-state equilib-

rium and stationary responses to temporary shocks in the model, we follow Turnovsky (1985),

and, more recently, Benigno (2009), and assume a quadratic cost of adjusting Foreign bond hold-

ings ψ [A∗,t+1 (h) /Pt]
2 /2.28 These costs are paid to financial intermediaries whose only function

is to collect these transaction fees and rebate the revenue to households in lump-sum fashion in

equilibrium.

In addition to bonds, the representative household can invest also in shares in a mutual fund of

the domestic firms producing in the tradable sector. As in Ghironi and Melitz (2005), we assume

extreme home bias in equity holdings and rule out international trade in firm shares. Investment

in the mutual fund of firms in the stock market is the mechanism through which household savings

are made available to prospective entrants to cover their entry costs. Let xt (h) be the share in

the mutual fund held by the representative household entering period t. The mutual fund pays a

total dividend in each period (in units of consumption) that is equal to the average total profit of

all home firms in the tradable sector that produce in that period, ND,td̃
T
t . During period t, the

representative household buys xt+1 (h) shares in a mutual fund of ND,t +NE,t firms. Even though

only 1 − δ of these firms will produce and pay dividends in t + 1, the household does not know

which firms will be hit by the death shock. Hence, it finances operations by all incumbents and new

entrants, with exit risk affecting the equilibrium price of equity as shown below. The date-t price

of a claim to the future profit stream of the mutual fund is equal to the average price of claims to

28Since only Foreign bonds are traded across borders, defining an adjustment cost for Foreign bond holdings is
suffi cient to pin down a unique steady state and ensure stationarity of the model.
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future profits of Home firms, ẽt.

The household also accumulates physical capital and rents it to intermediate input producers

in a competitive capital market. Investment in the physical capital stock, IK,t, requires use of the

same composite of all available varieties as the basket Ct. Physical capital obeys a standard law of

motion:

Kt+1 (h) = (1− δK)Kt (h) + IK,t (h) , (3)

where δK ∈ (0, 1) denotes the depreciation rate of capital.

Households set the nominal wage wnt (h) taking into account firms’demand (2) in the utility

maximization problem. Households face a quadratic cost of adjusting the hourly nominal wage rate

wnt (h) between period t− 1 and t:

νw
2

(
wnt (h)

wnt−1 (h)
− 1

)2

wnt (h)Lt (h) ,

where νw ≥ 0 determines the size of the adjustment cost (wages are flexible if νw = 0). In real

terms, the adjustment cost can be interpreted as units of final consumption that the household

needs to purchase when implementing a wage change. The size of this cost is assumed to be larger

when the household’s labor income increases.

The representative Home household’s period budget constraint is:

At+1 (h) + εtA∗,t+1 (h) +
ψ

2
εtP

∗
t

(
A∗,t+1 (h)

P ∗t

)2

+ PtCt (h) + PtIK,t (h) + ẽt(ND,t +NE,t)xt+1 (h) =

(1 + it)At (h) + (1 + i∗t )A∗,t (h) εt +

[
1− νw

2

(
wnt (h)

wnt−1 (h)
− 1

)2
]
wnt (h)Lt (h) +

+PtrK,tKt (h) + (d̃Tt + ẽt)ND,txt (h) + Tt (h) , (4)

where it+1 and i∗t+1 are, respectively, the nominal interest rates on Home and Foreign bond holdings

between t and t + 1, known with certainty as of t. Moreover, Tt (h) aggregates lump-sum rebates

of the cost of adjusting bond holdings, the profits from non-tradables producers, and the revenue

that the government receives from tariffs.

The household maximizes its expected intertemporal utility subject to (2), (3), and (4). The

first-order condition for wnt (h) implies that the real wage is a time-varying markup, µwt (h), over
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the marginal rate of substitution between hours and consumption, vL,t (h) /uC,t (h):

wt (h) ≡ wnt (h)

Pt
= µwt (h)

vL,t (h)

uC,t (h)
,

where vL,t (h) denotes the marginal disutility of hours. The endogenous wage markup is given by:

µwt (h) ≡ η

(η − 1)
(
1− νw

2 π
2
w,t (h)

)
+ νw

 πw,t (h) (1 + πw,t (h))

−Et
[
βt,t+1πw,t+1 (h)

(1+πw,t+1(h))2

1+πC,t+1

Lt+1
Lt

]

,

where πw,t (h) = wnt (h) /wnt−1 (h) − 1 denotes nominal wage inflation. Intuitively, the cost of

adjusting wages gives households an incentive to change their markups over time in order to smooth

wage changes across periods.

The Euler equation for capital accumulation requires 1 = Et [βt,t+1 (rK,t+1 + 1− δK)], while

the Euler equation for share holdings implies ẽt = (1− δ)Et
[
βt,t+1

(
d̃Tt+1 + ẽt+1

)]
. Iterating this

equation forward and imposing transversality returns the solution for average firm value that ap-

pears in the free-entry condition for tradable producers, which shows the general equilibrium link

between household saving and investment decisions and the entry decisions of producers.

Finally, the Euler equations for bond holdings are:

1 + Λat = (1 + it+1)Et

(
βt,t+1

1 + πC,t+1

)
,

1 + ψa∗,t+1 + Λat =
(
1 + i∗t+1

)
Et

(
βt,t+1

1 + π∗C,t+1

Qt+1

Qt

)
,

where a∗,t+1 ≡ A∗,t+1 (h) /Pt. The term Λat captures a risk-premium shock that we append to

the Euler equations for bond holdings and that affects the household’s demand for risk-free assets.

We assume that Λat follows a zero-mean autoregressive process: Λat = ρεaΛat−1 + εat, where

εat
i.i.d.∼ N

(
0, σ2

εa

)
. We follow Smets and Wouters (2007) and subsequent literature in specifying

this shock as an exogenous term appended to the Euler equations for bonds. Nevertheless, as shown

by Fisher (2015), the shock Λat can be interpreted as a structural shock to the demand for safe and

liquid assets, i.e., Λat captures, in reduced form, stochastic fluctuations in household preferences

for holding one-period nominally risk-free assets.29 We describe below the most important features

29Notice that the risk-premium shock is isomorphic to a discount factor shock (a “beta shock”) only up to a
first-order approximation.
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of the equilibrium of the model and present the law of motion for net foreign assets that follows

from imposing equilibrium conditions in the household’s budget constraint.

Equilibrium

In equilibrium, households and non-tradable firms are symmetric. Labor market clearing requires:

ZtK
α
t L

1−α
t = Y N

t +ND,tỸ
T
D,t/z̃D + (1 + τt)NX,tỸ

T
X,t/z̃X,t +NE,tfE,t +NX,tfX,t.

The lump-sum transfer is:

Tt =

(
ψ

2

)
εtP

∗
t

(
A∗,t+1

P ∗t

)2

+ dNt + τ IMt ρ∗X,tỸ
T ∗
X,t.

Aggregate demand of the final consumption basket must be equal to the sum of market consumption,

investment in physical capital, and the cost of adjusting nominal wages:

Yt = Ct + IK,t +
[
1− νw

2
(πw,t)

2
]
wtLt.

Finally, Home bonds are in zero net supply and shares in the mutual fund of tradable producers are

fully held domestically, which implies the equilibrium conditions at+1 = at = 0 and xt+1 = xt = 1

in all periods. Home net foreign assets are determined by:

Qta∗,t+1 = Qt
1 + i∗t

1 + π∗C,t
a∗,t + TBt,

where TBt ≡ NX,tQtρ̃
T
X,tỸ

T
X,t −N∗X,tρ̃∗X,tỸ T ∗

X,t is the trade balance. The change in net foreign assets

between t and t+1 is determined by the current account: Qt (a∗,t+1 − a∗,t) = CAt ≡ Qtr∗t a∗,t+TBt,

where the foreign real interest rate r∗t is defined by 1+r∗t = (1+i∗t )/(1+π∗C,t) and π
∗
C,t ≡ P ∗t /P ∗t−1−1.

Monetary Policy

To close the model, we specify a rule for monetary policy. In the presence of endogenous producer

entry and preferences that exhibit “love for variety,” an issue concerns the empirically relevant

variables that enter the theoretical representation of monetary policy. As highlighted by Ghironi

and Melitz (2005), when the economy experiences entry of Home and Foreign firms, the welfare-

consistent tradable price indexes P TD,t and P
T ∗
X,t can fluctuate even if product prices remain constant.
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In the data, however, aggregate price indexes do not take these variety effects into account.30 To

resolve this issue, we follow Ghironi and Melitz (2005) and obtain a data-consistent price index,

P̃t, by removing the pure product variety effect from the welfare-consistent index Pt as explained

in the Appendix. In turn, given any variable Xt in units of consumption, we then construct its

data-consistent counterpart as XRt ≡ PtXt/P̃t.

Our benchmark policy specification considers a flexible exchange rate.31 The monetary author-

ity sets the nominal interest rate following a feedback rule of the form

1 + it+1 = max

{
1 + izlb, (1 + it)

%i
[
(1 + i) (1 + π̃Ct)

%π
(
Ỹgt

)%Y ]1−%i
}

(5)

where i is the steady state nominal interest rate. The interest rate responds to movements in data-

consistent CPI inflation, π̃Ct, and the data-consistent GDP gap, Ỹgt, relative to the flexible-wage

outcome. GDP is defined as Yt ≡ Ct + IKt + TBt. We explicitly take into account the possibility

that the nominal interest rate cannot fall below some lower bound izlb, so that, in each period, the

interest rate is constrained to be such that it+1 > izlb. We set izlb equal to zero in our simulations.

Table 1 summarizes the equilibrium conditions of the model. Eight Foreign variables directly

affect macroeconomic dynamics in the small open economy: Y
∗
t , i

∗
t+1, π

C∗
t , ρT

∗
t , ρ

T ∗
X,t, ρ̃

T ∗
X,t, Ỹ

T∗

X,t, and

N∗X,t. Aggregate demand, Y
∗
t , the nominal interest rate, i

∗
t+1, and inflation, π

C∗
t , are determined

by treating the rest of the world (Foreign) as a closed economy that features the same production

structure, technology, and frictions that characterize the small open economy. To determine price

and quantities related to Foreign exports and imports, we assume that Foreign producers solve a

profit maximization problem that is equivalent to that faced by Home producers. See the Appendix

for details.

4 Calibration

We interpret periods as quarters. Below, variables without a time subscript denote steady-state

values. We use standard values for all the parameters that are conventional in the business cycle

literature. We parametrize the utility function by assuming u(Ct) = C1−γC
t / (1 + γC) and v (Lt) =

L1+γL
t / (1 + γL). We set the discount factor β equal to 0.99, the share of capital in the Cobb-

30There is much empirical evidence that gains from variety are mostly unmeasured in CPI data, as documented
most recently by Broda and Weinstein (2010). Furthermore, the adjustment for variety neither happens at the
frequency represented by periods in the model, nor using the specific functional form for preferences that the model
assumes.
31We consider the case of a fixed exchange rate in Section 6.
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Douglas production function of the upstream intermediate sector, α, equal to 0.33, the capital

depreciation rate δK equal to 0.025, and risk aversion, γC , equal to 2. We calibrate the elasticity

of substitution between tradable and non-tradable goods, φN , equal to 0.5, consistent with the

estimates for industrialized countries in Mendoza (1991). We set the elasticity of substitution

between tradable goods produced in Home and Foreign, φT , equal to 1.5, the standard value in

the international business cycle literature. We set the elasticity of substitution of non-tradable

varieties such that θN = 6 to generate a 20 percent markup in steady state. Following Ghironi and

Melitz (2005), we set the elasticity of substitution of tradable varieties θT equal to 3.8, the shape

parameter κ of the Pareto distribution of firm productivity draws equal to 3.4, and we normalize

zmin and fE to one. We choose the fixed export cost fX such that, in steady state, 21 percent

of tradable-sector firms export output abroad.32 Using the results in Born and Pfeifer (2016), we

map the Rotemberg wage adjustment cost, νw, into an average duration of nominal wage contracts.

Consistent with Christiano, Eichenbaum, and Evans (2005), we assume that nominal wages are

fixed for approximately 3 quarters on average, which implies νw = 116. We set the elasticity of

substitution of differentiated labor inputs η = 11, which implies a wage markup equal to 10 percent

under flexible wages. We set the Frisch elasticity of labor supply, 1/γL, equal to 4, a conventional

value in the literature. Finally, to ensure steady-state determinacy and model stationarity, we set

the adjustment cost parameter for foreign bond holdings, ψ, to 0.0025.

We calibrate the parameters that directly affect trade volumes and monetary policy to match

Canadian data, a benchmark small open economy. We calibrate the degree of home bias, αN , and

the size of the tradable sector, αT , to match a steady-state trade-to-GDP ratio of 50 percent and

a steady-state output share of 30 percent in manufacturing (the tradable sector). We set iceberg

trade costs, τ and τ∗, equal to 0.3, and we set average import tariffs, τ IM and τ IM
∗
, equal to

2 percent, in line with Canadian and U.S. tariffs. Finally, we parametrize the interest rate rule

consistent with the estimates in Kichian (2015): %i = 0.5, %π = 2.80, %Y = 0. The model calibration

is summarized in Table 2.
32Bernard, Eaton, Jensen, and Kortum (2003) documented that, on average, 21 percent of U.S. manufacturing

plants sell output abroad.
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5 Protectionism and Business Cycle Dynamics under a Flexible Exchange

Rate

The theoretical literature on the macroeconomic effects of tariffs has long been dominated by

Mundell’s (1961) conclusion that, under flexible exchange rates, a tariff is contractionary. In

Mundell’s static model, the imposition of a tariff improves the terms of trade, which increases

saving via the Laursen-Metzler effect. This rise in saving reduces aggregate demand, and aggregate

supply falls to clear the goods market. Chan (1978) and Krugman (1982) showed that Mundell’s

result is indeed robust with respect to various extensions of the basic IS-LM model. In addition,

Krugman (1982) argued that the imposition of tariffs can lead to a deterioration of the current

account balance. In contrast with these results, the first analysis of tariffs in a dynamic setting

by Eichengreen (1981) showed that the short-run output contraction depends upon the extent to

which the domestic currency appreciates in the short run, emphasizing the intertemporal tradeoffs

involved in a tariff.

In this Section, we re-assess the classic question about the consequences of import tariffs under a

flexible exchange rate. We first investigate the consequences of protectionism by assuming that the

economy is at the deterministic steady state. This exercise allows us to evaluate the prediction of

the model against the data. Next, we study the short-run effects of protectionism when the economy

faces major slack (induced by a risk-premium shock) and binding constraints on monetary policy

easing (the ZLB). Notice that in our analysis, we abstract from export subsidies, since those are

forbidden under WTO rules.

We study macroeconomic dynamics following a temporary increase in Home import tariffs,

τ IMt . We consider a perfect foresight environment: The policy shock comes as an initial surprise

to agents, who then have perfect foresight from that moment on. We assume that τ IMt follows the

same stochastic process estimated in the panel VAR. This implies that τ IMt is back to its initial

level after approximately 2 years and half. For illustrative purposes, we assume that τ IMt increases

by 5 percent. We solve the model as a nonlinear, forward-looking, deterministic system using a

Newton-Raphson method, as described in Laffargue (1990). This method solves simultaneously all

equations for each period, without relying on low-order, local approximations.
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Protectionism in Normal Times

Figure 10 (continuous lines) shows the effects of a temporary increase in τ IMt when the economy

is at the deterministic steady state. Consistent with the VAR evidence, output falls and inflation

increases in the aftermath of the tariff shock. Moreover, net exports increase.

The inflationary effect of the trade policy shock is easily understood. The (welfare-consistent)

CPI index, Pt, can be written as:

Pt =

(1− αN )

$T
D,t

(
P̃ TD,t

)1−φT
+$T ∗

X,t

(
εt
P̃ T

∗
D

z̃∗X,t

(
1 + τ IMt

))1−φT

1−φN
1−φT

+ αN
(
PNt
)1−φN

1
1−φN

,

(6)

where $T
D,t = (1− αX)N

(1−φT )/(1−θT )
D,t and $T ∗

X,t = [(1 + τ) z̃∗D]1−φT N∗
(1−φT )/(1−θT )

X,t are time-varying

weights on prices of Home and Foreign tradable goods that depend on producer dynamics.33 Higher

tariffs increase import prices faced by Home consumers, raising, other things equal, this price index.

In addition, Home market share is reallocated from relatively more productive Foreign exporters

to relatively less productive domestic producers, which implies an increase in $T
D,t relative to $

T ∗
X,t.

The reallocation of market share lowers the average productivity content of goods sold to Home

consumers, raising the price index other things equal.34 Higher import prices and lower effi ciency

of production prevail on a decline in the price of domestic non-tradables (due to lower aggregate

demand, as explained below) in pushing inflation upward.

The output response depends on the relative importance of three margins of adjustment: (i)

expenditure-switching toward domestic goods (an expansionary force); (ii) a reduction in real in-

come; and (iii) a contractionary monetary policy response. Expenditure-switching towards Home

goods– which, other things equal, boosts domestic demand and output– stems from the increase

in the average price of imported varieties,
(
1 + τ IM

∗
t

)
P̃ TX,t. However, expenditure switching is mit-

igated by the endogenous appreciation of the nominal exchange rate, which, other things equal,

lowers P̃ TX,t.
35

At the same time, higher tariffs reduce households’real income.36 The reason is again a combi-

33Equation (6) combines the definition of the Home price index, with the equilibrium conditions PTD,t =

N
1/(1−θT )
D,t P̃TD,t, P

T
X,t = N∗

1/(1−θT )
DX,t P̃T

∗
X,t and P̃

T∗
X,t = (1 + τt) εtP̃

T∗
D,tz̃

∗
D/z̃

∗
X,t. Notice that P̃

T∗
D,t = P̃T

∗
D because Home

protectionism has no effect on the rest of the world. Moreover, τt = τ .
34Notice that, in absolute terms, even $T

D,t declines initially, since the number of domestic producers, ND,t, falls.
35Notice that the Foreign domestic price ρT

∗
D,t and the iceberg trade cost τ

∗
t are not affected by Home protectionism.

36The effects we describe are only partially mitigated by the increase in the tariff revenue that the government
rebates to households.
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nation of macroeconomic and microeconomic forces. At the macro level, the increase in the price of

consumption implies that investment in physical capital and product creation are more costly. As

a result both IK,t and NE,t fall, reducing output over time. Moreover, since households consume a

mix of both domestic and foreign goods, households find themselves having to spend more of their

reduced real income to consume any given amount of imports and any given amount of the bundle of

less-effi ciently-produced domestic tradables. Finally, appreciation of the domestic currency lowers

Home exports (both the number of exporting firms, NX,t, and their average output, Ỹ T
X,t, decline),

reducing the average productivity of domestic firms– a decline in NX,t/ND,t in the definition of

z̃t, reflecting the shift of market share towards relatively less productive non-exporting firms.37

Expenditure switching and lower real income cause imports to decline, so net exports increase, and

Home experiences a current account surplus.

Finally, since the trade shock acts as a supply shock, the central bank faces a trade-off between

stabilizing output and inflation. When the response to inflation is suffi ciently aggressive (as implied

by our calibration), the policy rate increases, further depressing current demand. Both nominal and

real exchange rates appreciate.38 To isolate the role of contractionary monetary policy, Figure 10

also plots the dynamics in an economy without nominal rigidities (dashed lines). The contractionary

effects of protectionism remains similar to the benchmark model, although the decline in output is

0.15 percent smaller.

In equilibrium, lower real income and the contractionary response of monetary policy push the

small open economy into a recession: consumption, investment, employment, and GDP decline.

Overall, these findings represent a combination of the results in Mundell (1961), Krugman (1982),

and Eichengreen (1981). The contractionary effect of the tariff is as in Mundell and Krugman, but

is contrary to the short-run expansionary effect discussed by Eichengreen. On the other hand, the

initial current account surplus is consistent with Eichengreen but in contrast to Krugman.

assesses the sensitivity of the results to tariff shocks of different size (we consider positive

tariff shocks of size equal to 5, 10, and 15 percent). The negative short-run response of output

is essentially monotonic in the size of the shock, implying that the contractionary effects are the

higher the tariff increase. In the Appendix, we show that increasing the persistence of the tariff

shock (keeping the size of the shock unchanged) leads to a similar conclusion.

37Notice that z̃t declines even if the average productivity of exporters increases (due to the increase in the export-
productivity cutoff zX,t).
38Notice that the real exchange rate appreciation holds true both when considering the welfare-consistent exchange

rate, Qt, and its data consistent counterpart, Q̃t = εtP̃
∗
t /P̃t.
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To understand the relative importance of macro and micro forces in accounting for the reces-

sionary effects of protectionism, Figure 12 presents impulse responses for three simplified versions

of the model. The first version assumes financial autarky (i.e., no international trade in bonds); the

second version abstracts from firm-level dynamics (by assuming a constant number of symmetric

producers in the tradable sector); the third version abstracts from both firm dynamics and physical

capital.39 Figure 12 shows that each margin of adjustment plays an important role in propagating

the initial recession. Under financial autarky, the appreciation of the real exchange rate is stronger,

since relative prices adjust more to preserve external balance. In turn, the stronger appreciation

reduces the impact of the trade policy shock. The absence of firm-level dynamics removes the

hump-shaped response of output, making the recession less persistent. This happens because with

a constant number of symmetric producers there are no micro-level reallocations in the tradable

sector.40 Finally, the absence of both endogenous producer entry and physical capital accumulation

results in a much smaller initial decline of economic activity, since the reduction in real income no

longer translates in a reduction of investment in both physical capital and firm creation.

Overall, the model accounts for the inflationary and recessionary effects of protectionism under

a flexible exchange rate. The analysis shows that the macroeconomic impact of tariffs is larger with

a closed capital account. Furthermore, firm and investment dynamics are key ingredients in the

negative macroeconomic effects of protectionism.

The Role of Price Stickiness

In the Appendix, we extend the model to include nominal price rigidities. We consider both

producer currency pricing (PCP) and local currency pricing (LCP) in the tradable sector as well

as price stickiness in the non tradable sector. Qualitatively, the results are not affected by the

introduction of price-setting frictions. Both under PCP and LCP, the recessionary effects are

initially stronger relative to the flexible price scenario, since price stickiness increases the tariff

pass through on final consumers. Not surprisingly, the contractionary effects of tariffs are larger

under LCP. This happens because the appreciation of the exchange rate does not pass-through on

import prices under LCP, implying that the higher tariff results in higher import prices. While this

effect increases expenditure switching toward Home goods, it also reduces real income (and thus

39The details of each model are presented in the Appendix.
40Notice that the initial decline in output is lower in the presence of endogenous producer entry and firm hetero-

geneity. This stems from the fact that the number of producers is predetermined, implying that production declines
more slowly.
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investment) by more. As a result, the recession is stronger.

Protectionism in a Liquidity Trap

We now turn to the short-run transmission of protectionism when the economy is in a recession

that pushed the central bank against the ZLB constraint. Our interest reflects the observation

that macroeconomic applications of restrictive trade policy typically come to the forefront of public

debate when domestic production is buffeted by shocks. In our crisis scenarios, we follow the recent

literature and assume that a risk-premium shock Λa,t hits the small open economy, depressing

output and generating deflation. We assume that at quarter 0 the Home economy is hit by the

risk-premium shock.41 Next, we assume that at quarter 1 the small open economy increases trade

barriers. As before, we treat this policy shock as unanticipated.42

From a theoretical standpoint, there are two key differences relative to protectionism in normal

times. First, the increase in tariffs occurs when aggregate income and demand are already low

(because of the recession). Second, the monetary policy response is constrained by the zero lower

bound on the nominal interest rate. In such a circumstance, an inflationary shock (such as protec-

tionism) lowers the real interest rate, boosting aggregate demand and output other things equal.

Ultimately, whether temporary protectionism can be expansionary at the ZLB is a quantitative

issue.

Figure 13 (dashed lines) shows the net effects of a temporary increase in τ IMt , where the net effect

corresponds to the difference between the dynamics implied by the risk premium shock followed

by the increase in tariffs and the dynamics of the risk premium shock alone.43 The figure shows

that the imposition of the tariff is more inflationary at the ZLB on impact. The reason is that the

central bank cannot offset the inflationary effects of the trade shock, since the deflationary pressure

imposed by the risk premium shock dominates. However, the increase in trade barriers remains

recessionary, i.e., the inflationary pressure is not suffi cient to boost consumption and output. Once

again, the result depends on the interdependence between capital accumulation and producer entry.

41We calibrate the size of the shock so that responses reproduce a peak-to-trough decline of output of about 4
percent, a value consistent with the experience of several small open economies following the collapse of Lehman
Brothers in September 2008. We set the persistence of the shock such that it takes about 3 years for the Home
economy to exit the ZLB in the absence of protectionism.
42This amounts to considering an unanticipated trade policy shock assuming that all the state variables of the

model take the value implied by the impact response to the risk-premiumy shock.
43The responses to protectionism at the ZLB and protectionism in normal times are aligned so the impact response

to protectionism at the ZLB (which happens in period 1) is aligned with the impact response to protectionism in
normal times (which happens in period 0). To show transparently the differences in responses in the same diagram,
we are shifting the impulse responses to protectionism at the ZLB to the left by one period.
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In particular, higher tariffs continue to reduce real income (even more so when protectionism is

implemented at times of low aggregate demand), reducing investment and product creation other

things equal. In turn, the reduction in aggregate demand mitigates the inflationary pressure, and

in equilibrium the policy shock is contractionary. The inflationary boost from the imposition of

tariffs is extremely short lived, and the extra contraction imposed by protectionism on an already

weak economy quickly prevails and turns the net inflation effect of the tariff into negative. This

worsens the ZLB problem instead of ameliorating it.

As before, the presence of price stickiness does not affect the conclusions. Figure 11 investigates

the sensitivity of the results to the size of the trade shock– the nonlinearities implied by the zero

lower bound imply that the relative strength of the economic channels described above may be

sensitive to shock size. As in normal times, the recessionary effects of protectionism are larger the

larger the trade policy shock. However, in relative terms, short-run output losses increase more in

normal times relative to a recession only initially, i.e., larger trade shocks become more recessionary

at the zero lower bound along the transition dynamics.

6 Protectionism with a Fixed Exchange Rate

A long-standing argument in the literature is that, when the exchange rate is fixed, temporary

tariffs are expansionary (at least in the absence of retaliation from trading partners). The textbook

argument relies on two channels: First, the lack of appreciation of the nominal exchange rate results

in stronger expenditure switching toward Home goods. Second, the response of the domestic central

bank is expansionary to maintain exchange-rate parity, sustaining aggregate demand in the short

run. We now re-evaluate these conclusions in the context of our model.

Our interest stems from the observation that pegs, crawling pegs, or very narrow bands feature

prominently in the international monetary system (Reinhart and Rogoff, 2004). A recent illustration

of the issue is the experience of Ecuador. Following the halving of oil prices in the second half of

2014, Ecuador– a dollarized economy– slipped into recession, accumulating a large trade deficit. In

March 2015, the Ecuadorian government started to apply tariffs on roughly a third of its imports,

ranging from 5 percent (capital goods) to 45 percent (final goods). The tariff increase was explicitly

temporary (lasting 15 months). During the following quarters, in 2015 and early 2016, the trade

balance of Ecuador effectively improved, but real GDP dropped even more, with a significant decline

in consumption and investment.44

44The protectionist measures were implemented under the provisions of Article XVII of the WTO, which allows
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Figure 14 presents the dynamic adjustment to the same temporary increase in tariffs discussed

in the previous section when the Home economy pegs the nominal exchange rate to Foreign. It

also presents the results for the three alternative versions of the model already discussed in the

previous section– financial autarky, no firm dynamics, and no firm dynamics and physical capital

accumulation. The key message is that protectionism remains contractionary in the benchmark

model. In particular, GDP declines, inflation increases, and the trade balance improves. By

contrast, Figure 14 shows that the standard argument about the expansionary effects of tariffs

under a peg holds true when the model abstracts from endogenous producer entry and capital

accumulation, or when the capital account is closed.

What can explain these findings? In the benchmark model, the lack of exchange-rate appreci-

ation is not suffi cient to ensure an expansionary response of the economy because higher import

prices continue to result in lower investment and producer entry, pushing the economy into re-

cession. Moreover, with an open current account, the Home policy rate is tied to the (constant)

Foreign interest rate– under our perfect foresight scenario, it is straightforward to verify that

1 + it+1 = (1 + i∗) / (1 + ψa∗,t+1), where ψ is the (very small) bond adjustment cost. As a result,

the response of the Home central bank to protectionism is muted. Not surprisingly, the tariff shock

becomes expansionary under financial autarky. In this case, the monetary authority lowers the

policy rate to keep the exchange rate fixed, providing additional stimulus to the economy.

We show in the Appendix that the presence of price stickiness does not affect these results. The

dynamics are only marginally stronger relative to the flexible price scenario.45

7 Conclusions

We studied the consequences of protectionism for macroeconomic fluctuations. Using trade-policy

data at different frequency, we estimated country-level and panel structural VARs finding that

temporary trade barriers act as a supply shock, causing output to fall and inflation to rise in

the short run. Protectionism has at best a small positive effect on the trade balance. Next, we

built a small-open economy model with firm heterogeneity, endogenous tradability, and nominal

rigidity to study the channels through which protectionism affects aggregate fluctuations. The

exceptional measures to respond to balance of payment crises in developing countries.
45Notice that under a fixed exchange rate, the equilibrium allocation implied by the model is identical under pro-

ducer currency pricing and local currency pricing (see the Appendix for details). While the exact equivalence depends
on the existence of producer heterogeneity, allocations remain nearly identical even in the absence of endogenous pro-
ducer entry.
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model successfully reproduces the VAR evidence and highlights the importance of both macro and

micro forces for the contractionary effects of tariffs. We then used the model to study scenarios

where temporary trade barriers have been advocated as potentially beneficial, including recessions

with binding constraints on monetary policy easing or in the presence of a fixed exchange rate. The

main policy conclusion of our paper is that protectionism remains a bad idea– at least for small

open economies– even when it is used temporarily, even when economies are stuck in liquidity

traps, and regardless of exchange rate arrangements.
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X,t ỸX,t
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1. Industry producers file a petition
• Filing is not public

• Regulation imposes decision­delays:
­ Qualified producers’ support
­ Produce evidence about dumping

• Anecdotal evidence: delay > 3 months

3. Investigation Outcome
• Large majority of investigations end up with tariffs

• Tariffs remain in place for several years

• Tariffs proportional to dumping: agents can forecast
tariffs when AD investigation begins

2. Opening of AD investigation
• Publicly announced
• Evidence supporting petition disclosed to the public

AD tariffs can be retroactive

Figure 3: Institutional details about antidumping investigations and applied an-
tidumping tariffs.
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