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Abstract

We study the distribution of labor income during large devaluations. Across countries, mean real labor income and inequality falls after large devaluations. To understand inequality dynamics, we use a novel administrative dataset to analyze in depth the 2002 Argentinean devaluation. Following individual workers over time, we show that, after an homogeneous fall in labor income, low-income workers experience a faster recovery than high-income workers. Between-firm labor income differences are the main contributors to the heterogeneous recovery. We provide evidence about the role of labor mobility and income floors set by unions for the heterogeneous recovery.
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1 Introduction

Sudden and large nominal exchange rate (NER) devaluations are associated with significant and abrupt increases in inflation, alongside collapses in output. Despite the importance of these episodes in emerging economies, there is little evidence of their heterogeneous effects on workers. The lack of empirical facts to guide economic research motivates our question: How does the labor income distribution evolve during large NER devaluations?

We establish two empirical regularities in the labor market during large NER devaluations: Mean real labor income and inequality fall during these episodes. To establish these facts, we assemble a panel dataset across emerging economies with data on the NER, inflation, output, mean labor income, and inequality. These data allow us to study the labor market dynamics within the broad macroeconomic context across countries. We find that large devaluations are associated with a significant drop and recovery of output, together with an increase in inflation of around one-third of the devaluation rate. Since mean nominal labor income is constant and inflation increases during the year of the devaluation, real labor income falls by 25%. During the recovery, labor income inequality—as measured by the Gini coefficient—drops by 4 points (to illustrate the significance of the decline, the Gini coefficient has increased by 6.4 points over the last 40 years in the U.S.). Finally, we show that recessions without devaluations are associated with stable inflation and real labor income, and increasing inequality. All these facts are not driven by specific episodes, such as devaluations contemporaneous with sovereign defaults or banking crises.

While the cross-country evidence allows us to establish a surprising fact during large devaluations—i.e., the drop in inequality—it does not allow us to understand the reason why inequality falls. To understand the economic mechanisms behind our main fact, we use a novel monthly administrative employer-employee matched dataset that covers the 2002 devaluation in Argentina. We leverage three characteristics of these data: frequency, quality, and coverage. First, we can differentiate between income fluctuations that result from variations in earnings and employment status and their interaction for labor income, since we observe workers and employers at a monthly frequency. The higher frequency, in turn, allow us to precisely capture patterns of labor mobility. Second, the source of the data is employers’ sworn statements used for tax purposes and to determine workers’ social security contributions. Hence, our data contain little measurement error and no top-coding, which are common problems with survey-based micro-data. Third, our dataset includes the universe of formal workers and firms.

We first document that the dynamics of output, inflation, mean and the Gini coefficient of real labor income during the 2002 devaluation in Argentina follow similar patterns than in the cross-country analysis. The pass-through of the NER to inflation was 28% (30% across countries), the drop of labor income is 26% (25% across countries), and the Gini coefficient declined by 8 percentage points (4 percentage points across countries). Our data allow us to
provide a more detailed picture of the dynamics of inequality. During the 2002 devaluation, we find: (i) almost no movement of the income distribution during the two years before the devaluation, (ii) an homogeneous drop in income during the first two quarters after the devaluation, and (iii) a heterogeneous recovery. While the 10th and 25th percentiles of the income distribution recover to their pre-devaluation levels 21 months after the devaluation, it takes 61 months for the 90th percentile to recover.

While the dynamics of different percentiles of the distribution are informative of cross-sectional statistics, they do not necessarily reflect individual income dynamics of workers across the income distribution. We extend the analysis by ranking workers according to their pre-devaluation (2000-2001) income and analyzing their within-worker average income growth. We find an empirical pattern best described as a “parallel drop and pivoting.” In the year after the devaluation, there is a parallel average within-worker drop in income of 24% across the pre-devaluation distribution, followed by a clockwise pivoting of the cumulative mean income growth centered around the income growth of the highest-income workers. That is, after four years, workers at the 10th percentile of the pre-devaluation distribution had experienced an average cumulative income growth of 43% relative to the month preceding the devaluation, while the average cumulative growth of those in the 90th percentile was -6%. Thus, there was a clockwise pivoting over time of income growth across the income distribution. Such heterogeneous post-devaluation income growth is linearly decreasing in workers’ initial income ranks. Thus, low income workers can better hedge against the increase in inflation.

Between-firm heterogeneity is the main contributor to the “pivoting” effect in the recovery. To reach this conclusion, we decompose the recovery of income across the pre-devaluation income distribution into between-sector, between-firm, and within-firm components. For income levels below (resp. above) the 60th percentile, the average sectoral and workers’ income growth—relative to the average of the firm—are almost constant (resp. decline). The recovery of firms’ average labor income relative to the sector—the between-firm component—exhibits the largest heterogeneity: The average growth of the between-firm component for workers in the 10th (resp. 90th) percentile was 20% (resp. -8%), and it was linearly decreasing across the percentiles of the distribution. Thus, our data suggest that to study the heterogeneous labor income dynamics during large devaluations, economists should focus their attention on explaining the drivers of firms’ average labor income relative to the sector. In conclusion, firms play a critical role for the decline in inequality during the recovery of labor income.

Having established the main empirical facts, we next provide evidence of driving mechanisms. Given the importance of between-firm heterogeneity for the “pivoting” effect in
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1This fact is robust to further splitting workers according to their characteristics before the devaluation (e.g., age group, 1-digit industry, gender, full-time status, pre-devaluation trends) and to the inclusion of workers with zero monthly income in the formal private sector.
the recovery, we study the contribution of labor mobility across firms. Similarly, since the between-sector and between-worker components play a role in the slower recovery of high-income workers, we study the importance of income floors set by unions across sectors and occupations.

We find that the primary adjustment channel driving the “parallel drop and pivoting” pattern in the data is labor mobility. We demonstrate the claim in three steps. First, we show that the cumulative probability of separations and job-to-job transitions are decreasing in income. Thus, labor mobility is more prevalent among low-income earners. Second, we show that average income growth across jobs after a separation is only positive for low-income earners, and it is positive and decreasing in pre-devaluation income after a job-to-job transition. In the last step, we perform an accounting exercise by constructing several counterfactual income series to evaluate the quantitative role of labor mobility. We construct cumulative labor income changes without considering income changes experienced after separations, job-to-job transitions, or both. We show that workers in the 10th (resp. 90th) percentile of the income distribution experienced a 10% (resp. -5%) faster recovery in the data relative to the counterfactual series that exclude changes in income after separations and job-to-job transitions. The quantitative magnitude of the recovery in the counterfactual labor income series is one-half of the recovery in the between-firm component of labor income. Thus, labor mobility is a main economic mechanism that allowed low-income workers to hedge against inflation.

The dynamics of income floors set by unions is another important mechanism. To demonstrate this, we perform two analyses. First, we digitize the wage scales in collective bargaining agreements (CBA from hereon) in sectors with strong unions and broad coverage (those sectors employ 18% of workers in the sample) to study the income dynamics by unionization status. We find that the income growth of unionized workers with incomes close to the CBA-mandated floors is 30% higher than non-unionized workers. In those sectors, unions negotiated an increase in income between 30% and 60% above inflation. Second, across all sectors, unionized workers are mainly middle-income earners, and their income recovers 6% more than non-unionized workers.

We also find that international trade and income risk have a limited role in explaining the central fact. Given the large change in relative prices induced by the devaluation, we study labor income in tradable and nontradable sectors separately. We find that the NER and sectoral labor income are correlated, and their correlation is a function of trade exposure. Relative tradable income was decreasing before the 2002 devaluation, but it reverted after the devaluation—relative tradable income persistently increased by 10% relative to the nontradable sector. Despite these findings, trade exposure cannot explain the decline in

\footnote{The higher prevalence of labor mobility among low-income workers has been documented in the US by Karahan, Ozkan and Song (2019). Here, we show that similar mobility patterns have implications for the distributional impacts of large devaluations.}
inequality, because it is not the case that low (resp. high) income households are mostly employed in tradable (resp. nontradable) sectors that benefited from the devaluation. Finally, we explore the possibility that lower inequality is the result of less volatile income growth after the devaluation. Intuitively, the dispersion of income after the devaluation is a function of the dispersion of changes in income. Changes in income risk cannot be a driver of the decline in inequality, as the dispersion of year-over-year income growth increased significantly following the 2002 devaluation (i.e., the interquartile range increased by 20%).

Finally, we study the role of policy changes and additional dimensions of the labor market (such as the informal sector) to better understand the heterogeneous dynamics during devaluations. Since our dataset does not include information on hours of work, we make use of household surveys and data on workers with full-time labor contracts. The decrease in inequality is also observed for full-time workers and in the distribution of hourly wages. Since our analysis is based on real labor income constructed with the aggregate CPI, we also reproduce our central fact with real income constructed using income-specific CPIs. The pivoting of the real income recovery decreases slightly, since pivoting in the income-specific CPIs is quite small. Finally, we analyze the role played by a policy intervention after the 2002 devaluation: minimum wage adjustments. We find that this policy cannot explain the decrease in inequality after the 2002 devaluation.

**Literature review.** We highlight our contributions to two areas of the literature: (i) the macroeconomic consequences of large devaluations and (ii) real labor income dynamics after a significant increase in inflation.

Our paper advances previous work on the economic consequences of large devaluations. Burstein, Eichenbaum and Rebelo (2005) find that on average, 38% of total nominal exchange rate depreciation is incorporated into CPI prices within 24 months. Thus, large devaluations tend to be followed by large spikes in aggregate inflation. Eichengreen and Sachs (1985) and Schmitt-Grohé and Uribe (2016) offer a more aggregate perspective on the matter through their work on the interaction between the labor market and devaluations. They argue that a devaluation, and its upward pressure on prices, can overcome downward nominal wage rigidities and stimulate output.\(^3\)

Previous literature has measured the distributional effects of monetary and exchange rate policy that originate from different channels. Doepke and Schneider (2006) and Verner and Gyongyosi (2018) study the distributional impact resulting from the revaluation of nominal
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\(^3\)Gopinath and Neiman (2014) and Blaum (2019) study the effect of large devaluations in aggregate productivity through fluctuations in input trade. Gopinath and Neiman (2014) find a drop in aggregate imported inputs in the 2002 Argentinian devaluation, and argue for a drop in productivity within the context of their model. Blaum (2019) shows an increase in the imported input share across large devaluations. In a model consistent with the fact that exporters have a larger share of imported inputs, Blaum (2019) shows that aggregate productivity can increase after a devaluation. See also Mendoza (2010), Ates and Saffie (2016), and Benguria, Matsumoto and Saffie (2020) for the study of sudden stops in emerging economies.
debts. Previous research that focuses on the distributional impact of large devaluations has found that low-income workers are more negatively affected. They experience larger increases in household-specific inflation (e.g., Cravino and Levchenko (2017)) and a larger negative revaluation of their nominal assets since they tend to save in local currency assets (e.g., Drenik, Pereira and Perez (2018)). On the other hand, Hausman, Rhode and Wieland (2019) finds that the dollar devaluation contributed to the recovery after the Great Recession through the redistribution to the farming sector. In this paper, we extend the previous analysis by documenting inequality dynamics in a cross-section of large devaluations and focusing on the dynamics of the labor income distribution after large devaluations using administrative micro-data from an emerging economy.

Previous work has shown a large asymmetry in the wage change distribution in low- and stable-inflation environments. This fact is interpreted as evidence of downward nominal wage rigidities. These facts are reported in the U.S. and Europe by Kahn (1997), Dickens et al. (2007), Sigurdsson and Sigurdardottir (2011), Le Bihan, Montornès and Heckel (2012), Barattieri, Basu and Gottschalk (2014), and more recently by Grigsby, Hurst and Yildirmaz (2019). This paper documents the evolution of Argentina’s real income distribution after an increase in inflation of 35%. We provide novel evidence detailing the different speeds at which real labor income adjusts for workers across the income distribution after a significant increase in inflation. We find that high-income earners take four more years to revert to their pre-shock level than low-income earners. That is, the recovery of real income is heterogeneous, can be predicted by workers’ characteristics, and has large effects on inequality.

**Layout.** The paper is organized as follows. Section 2 describes the data. Section 3 presents the aggregate facts in the cross-country analysis of large devaluations. Section 4 revisits those aggregate facts in our main episode of analysis. Section 5 presents evidence on the mechanisms behind these facts. Sector 6 demonstrates the robustness of our findings and Section 7 concludes.

## 2 Data

This section describes the international data and the novel dataset we leverage to study the dynamics of the income distribution after large devaluations. Interested readers should refer to Online Appendix Section A.1 for a detailed description of the data construction for the cross-country analysis and Online Appendix Section A.3 for a discussion of variables in SIPA, sample construction, and cross-validation of SIPA results.

**Data for cross-country analysis.** We analyze five variables across 44 countries: output, NER, inflation, real labor income, and a measure of inequality. For output, we use GDP at
constant prices in local currency from the World Bank. We use the consumer price index to measure inflation and the nominal exchange rate is the exchange rate between the local currency and the U.S. dollar. Inflation and NER data come from the IMF International Financial Statistics Dataset. Real labor income is constructed as the average monthly wage in local currency deflated by the CPI (see Table A.1 for data sources in each country). Finally, we measure inequality with the Gini coefficient provided by the World Bank. The Gini coefficient is based on household survey data from national statistical agencies and World Bank country departments. The Gini coefficient is mainly computed with data on disposable labor income (see the end of Section 3 for a broader discussion about the Gini coefficient).

**Labor income data for the 2002 Argentinean devaluation.** We use administrative employer-employee matched monthly panel data from Argentina. The data start in July 1994 and end in June 2019. Our data source is Argentina’s national social security system (“Sistema Integrado Previsional Argentino”, SIPA from hereon). By law, all employers in the formal sector must present sworn statements providing relevant worker compensation information to SIPA every month.

SIPA tracks each worker's total monthly labor income in the formal sector without measurement error or top-coding, including all forms of payment that could trigger tax liabilities or social security contributions (e.g., base wage, bonuses, overtime compensation, etc.). The dataset also includes relevant demographic information on each worker and their job, as well as some characteristics of the firm, such as 4-digit industry and state. Importantly, SIPA also provides firm and worker identifiers that are consistent across the entire period, which allow us to analyze income dynamics for individual workers and firms at a monthly frequency for up to 26 years.

The dataset covers the universe of formal workers employed in all regions, private industries, types of contracts (internships, temporary workers, full-time employees, etc.), and in the public sector. One of the benefits of analyzing the Argentinian labor market is that relative to other Latin American economies, the informality rate is not as high—e.g., Gasparini and Tornarolli (2009) report a formality rate in Mexico of 45%. Figure D.15-Panel B shows the time series of the share of formal employment in the private sector for male salaried workers aged between 25 and 65 in Argentina. Throughout the sample period the average formality rate was 70%. We conclude that our data cover a large share of the overall population.

When we analyze labor income dynamics in a large devaluation in Argentina, we present facts about the (log) real pretax total labor compensation of male workers aged between 25 and 65 in the private sector.\(^4\) We restrict our sample to male workers aged between 25 and

\(^4\)Due to the intervention of inflation statistics in Argentina in 2007, we use consumer price indices provided by national statistics before 2007 and PriceStats from 2007 onward to construct real labor income. In our
65 years to avoid issues related to labor force participation and retirement. Finally, we drop observations coming from job spells that involve workers employed in the public sector, since their wages might not be market-determined and subject to other nonmarket forces.

We apply some filters to monthly real labor income in our analysis. We eliminate outliers and winsorize top observations. We define outliers as workers who earn less than half of the monthly minimum wage. Because the minimum wage in Argentina has changed over time, we use the 1996 value in real terms (i.e., $200 per month) and adjust it by the average growth rate of real wages in the entire sample (i.e., 2% annual growth). We winsorize observations above the 99.999th percentile. We also omit the first and last wage of each job spell due to time aggregation concerns, since we do not know the day a spell starts/ends or whether the last wage includes severance pay. Although we do not consider these monthly salaries in the analysis of labor income, we use these observations to analyze employment flows. The final dataset with our sample selection and filters contains more than 700 million worker-month observations. Finally, we seasonally adjust all time series using the X-13ARIMA-SEATS seasonal adjustment program developed and used by the U.S. Census Bureau. Since this is one of the few papers that use the SIPA dataset, we provide a further discussion of the quality of the data in Online Appendix A.4 and A.5.

**Additional data for the 2002 Argentinean devaluation.** We complement the SIPA database with the information contained in Collective Bargaining Agreements (CBAs, from hereon) negotiated by trade unions at the sectoral level. In Argentina, a single union has monopoly power to represent workers at the sectoral level. That union signs a contract covering all workers employed in a specific subset of occupations in the sector, regardless of their membership status. We digitize these contracts at the sectoral level for several of the most important unions (those sectors employ 18% of workers in the sample). We also use data from the Permanent Household Survey (“Encuesta Permanente de Hogares”, EPH from hereon), which is the main household survey in Argentina.

### 3 Two Facts After Large NER Devaluations

What are the empirical regularities about the labor income distribution during large NER devaluations? We find that during these episodes mean labor income drops by 25%, and the Gini coefficient falls by 4 points four years after a devaluation. Since large NER devaluations are associated with meaningful recessions, we revisit these facts during recessions without baseline analysis, we deflate nominal income with the aggregate CPI. In Section 6, we verify the robustness of our analysis by computing income-specific levels of prices as in Cravino and Levchenko (2017).

5We purge the monthly labor income of the 13th salary paid in June and December to avoid spurious seasonality. This extra salary is mandated by law and equals one half of the highest wage paid over the semester. Because we only observe total income before 2008, we use the formula established by law to calculate each worker’s 13th salary.
We find that during recessions without devaluations mean labor income is constant and the Gini coefficient increases by 2 points. These facts are not driven by specific episodes or special types of devaluations or recessions, such as sovereign defaults or banking crises.

We follow the definition of currency crises by Laeven and Valencia (2012) to identify large NER devaluations. Laeven and Valencia (2012) define currency crises as a nominal depreciation rate of the currency vis-à-vis the U.S. dollar of at least 30%, that is also at least 10% higher than the depreciation rate in the previous year. This definition follows the pioneering work of Frankel and Rose (1996). The sample of large NER devaluations with complete data on the Gini coefficient and labor income includes 19 episodes. We classify a recession without a devaluation to two consecutive drops of GDP of at least 2% without a large NER devaluation. The sample of recessions without devaluations contains 40 episodes. See Table A.3 for a list of all episodes in the analysis.

**Figure 1 – Macroeconomic Facts After Large NER Devaluations**

**Notes**: Panels A to C plot (in the following order) the change in the NER, real GDP, and inflation at an annual frequency. All variables are expressed in log-point × 100 and normalized to zero in year -1. The blue solid line shows the average macroeconomic dynamics in a 8-year window around a large devaluation. The year zero corresponds to the year of the devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. See main text for the description of the episodes.

**Macroeconomic context during large NER devaluations.** Figure 1 plots the evolution of the average annual NER devaluation rate, real GDP, and inflation in an 8-year window around large devaluations and recessions without devaluations. Large nominal devaluations are associated with a significant recession, recovery of output, and an increase in inflation. The average GDP drop across episodes is 5%, which coincides with the average output drop during recessions without devaluations. While the drop in GDP is similar across
these two types of episodes, the recovery is faster during large devaluations. In addition, during large devaluations, there is a large pass-through into domestic inflation. Burstein et al. (2005) documents an average elasticity of annual inflation to a large nominal devaluation of one-third across emerging economies. This number coincides with the pass-through in our sample: The average ratio of annual changes in inflation over annual changes in the NER is 31% (i.e., 17/55 =0.31). On the other hand, during recessions without devaluations, inflation drops relative to its pre-recession level.

**Figure 2 – Labor Market Facts After Large NER Devaluations**

<table>
<thead>
<tr>
<th>Years</th>
<th>Log-points × 100</th>
<th>A- Average labor income</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4</td>
<td>-30</td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>-20</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>Large devaluations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Recessions w/o devaluation</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Years</th>
<th>Log-points × 100</th>
<th>B- Gini</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4</td>
<td>-4</td>
<td></td>
</tr>
<tr>
<td>-2</td>
<td>-2</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** Panels A and B plot (in the following order) the average labor income and Gini coefficient. Average labor income is expressed in log-points × 100 and normalized to zero in year -1. The blue solid line shows the average dynamics in a 8-year window around a large devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. The episodes included in large devaluations and recessions without devaluations are the same as in Figure 1.

**Labor market facts during large NER devaluations.** During large devaluations, real labor income falls by 25% and the Gini coefficient falls by 4 points below its pre-devaluation level. Figure 2 plots the average labor income and the Gini coefficient following the same format as Figure 1. The figure shows no pre-trends in mean labor income and the Gini coefficient before devaluation episodes. During the devaluation, nominal labor income is constant, thus real labor income falls by the same magnitude than the increase in inflation. One year after a large devaluation, real labor income drops by less than the increase in inflation and then starts recovering two years after the devaluation. While mean real labor income falls during large devaluations, we do not find this pattern in recessions without devaluations since nominal and real labor income are almost constant during these episodes.
The Gini coefficient falls when real income recovers. Four years after the devaluation, the Gini coefficient is 4 points lower than its pre-devaluation level. The fall in inequality measured by the Gini is significant. To illustrate this, in a country where income inequality has received considerable attention in academic and political circles such as the U.S., the Gini coefficient has increased by 6.4 points over the last 40 years.

The facts behind Figure 2 are surprising, and the goal of the rest of the paper is to explore the economic mechanisms behind them. They are surprising because they show that the main source of income for a large majority of the population, i.e. labor income, becomes less unequally distributed during nominal devaluations. We do not study the consequences nor the policy implications of lower inequality. Instead, to the best of our knowledge, our contribution is to document for the first time the dynamics of the distribution of labor income after devaluations and present evidence of the mechanisms driving them. Before exploring the mechanisms at play during large devaluations with the administrative labor income data from Argentina, we discuss our measure of inequality and the robustness of our facts to other confounding factors.

Measures of income inequality. Given the lack of readily-available quality administrative labor income data across emerging economies, we rely on the World Bank’s Gini coefficient to establish an empirical regularity about labor income inequality during devaluations. There are several advantages of this measure. First, its frequency is annual, thus we can study its evolution within a 8-year window after large devaluations. Second, while in principle the Gini coefficient is constructed with consumption or income data, depending on the country, in our sample of large devaluations (resp. recession without devaluation), in 14 out of 19 (in 35 out of 40) episodes inequality is computed with income data and the rest with consumption data. Third, in principle, the World Bank’s objective is to measure inequality of total income. In practice, the Gini coefficient mostly captures labor income inequality for two reasons: i) actual lack of capital income for the majority of households in emerging economies, and ii) the focus on labor income (or lack of data) in household surveys. Finally, the Gini coefficient measures household income per capita, i.e., it is assumed that all households members receive the same share of household income. These data has been previously used in the literature (see, e.g., Pinkovskiy and Sala-i Martin, 2016). Similarly, these data are one of the data sources behind the World Income Inequality Database (developed by United Nations and used by, e.g., Young, 2013, Fajgelbaum and Khandelwal, 2016).

Robustness. Given the sample size in our list of episodes, a detailed multivariate analysis that controls for differences across episodes would not be feasible. However, in the spirit of showing that the aggregate facts are not driven by particular devaluations or special kinds of recessions, we reproduce the main graphs for different subsets of episodes. In Online
Appendix A.2, we show that similar patterns are observed when we consider episodes: i) episodes that (do not) coincide with banking crisis, ii) episodes without sovereign defaults, iii) episodes in which inequality measures are based on households’ income—and not consumption, iv) episodes without hyperinflation, v) episodes with short recessions, and vi) episodes that occurred from the year 2000 onwards. Although there are quantitative differences across sub-samples, we consistently find that large devaluations are followed by declines in average real labor income and inequality.

4 Revisiting the Facts in Argentina

This section uses the novel microdata on monthly labor income to revisit the previous section’s empirical regularities in the 2002 Argentinean devaluation. We find similar qualitative patterns in our data: i) output exhibited a significant drop and recovery, ii) inflation increased by one-third of the change in the NER, iii) mean labor income dropped by the same amount of the increase in inflation in the first year, and iv) the Gini coefficient declined when mean labor income recovered. We finish this section with a deeper discussion of inequality dynamics based on cross-sectional moments. Across all the different inequality measures in the cross-section, inequality falls during the recovery of real income after the devaluation mainly because the bottom of the income distribution recovers faster than the top.

Macroeconomic context. The 2002 Argentinean devaluation presents similar dynamics than the cross-country analysis for output, inflation, labor income, and inequality. Figure 3-Panel A shows year-over-year inflation and nominal exchange rate growth and Figure 3-Panel B shows the (log) real quarterly output. Figure 3-Panels C and D show average real labor income and the Gini coefficient at a monthly frequency. We mark the recession period in gray and the month of the devaluation with a dotted black vertical line. To contextualize our measurement exercise, we first describe the macroeconomic environment during the period of analysis (i.e., 1997-2007).

Between 1997 and 2007, there were two exchange rate regimes: a fixed exchange rate from January 1994 to December 2001, in which the national currency was pegged one-to-one to the U.S. dollar, and a floating exchange rate from January 2002 to the present. In the first month of 2002, Argentina abandoned its one-to-one peg to the U.S. dollar. The resulting devaluation rate was 120% (in log points). The size of the devaluation took market participants by surprise.6

6In Appendix B.1, we present data on exchange rate expectations from a survey of professional forecasters provided by Consensus Economics. In December 2001, professional forecasters were expecting a devaluation of 7% within the following 12 months, so clearly, a devaluation rate of more than 100% had a sizable unexpected component. In Appendix B.2, we plot the dynamics of output per worker as a simple measure of labor productivity.
The 2002 devaluation episode is associated with a significant increase in aggregate prices and the end of the 1998-2002 recession, as in our cross-country analysis. Concerning the price level, the ratio of cumulative logarithmic changes (relative to one month prior to the devaluation) in the price level to cumulative changes in the NER is 0.28 (consistent with the average pass-through measured by Burstein et al., 2005). Concerning the output level, the
1998-2002 recession featured a cumulative output drop of -21% and a limited depreciation of the RER due to a lower inflation rate relative to the US, while the NER remained fixed.

**Labor market facts.** During the five years before the 2002 devaluation, with a cumulative output drop of 21%, the average labor income remains almost constant. In the first six months after the 2002 devaluation, there was a drop in log average labor income of 26%, as in the international evidence. After this significant drop, it took two years for average income to revert to its pre-devaluation level.

Inequality, measured by the Gini coefficient of the (log) monthly income, increased during the recession, it reached the pick during the devaluation, and started to decline afterward, as we found in the international evidence. The drop in the Gini coefficient accelerated in 2003, when real income started to recover. While the Gini coefficient is useful to establish the empirical fact across countries, we can leverage the microdata in Argentina to analyze other moments of the labor income distribution.

Figure 4 plots moments of the income distribution—normalized percentiles, the interquartile range, and the standard deviation—during five years before and after the devaluation. The first important observation is that, as we can see in the figure, there is no significant fluctuation across percentiles of the income distribution before the 2002 devaluation despite the severity of the recession. This lack of large fluctuations is also reflected in the evolution of the interquartile range and the standard deviation. Second, there is a homogeneous drop of 26% across the distribution of real income during the first two quarters after the devaluation. This drop is the result of the rapid increase in inflation and a lack of nominal adjustment of wages.

Despite this homogeneous drop, Figure 4 shows the significant heterogeneity in the speed of recovery of real income across different parts of the distribution. While percentiles below the median start recovering after the third quarter, percentiles above the median continue to fall for two additional quarters. Alternatively, note that the 10th percentile of the income distribution recovers to its pre-devaluation level in 21 months, while it takes 61 months for the 90th percentile to recover. This faster recovery of the bottom of the income distribution implies that the distribution became less unequal after the devaluation.

The compression in the distribution during the recovery is reflected in the evolution of the interquartile range and the standard deviation. The interquartile range drops from close to 100% to 80%, and the standard deviation from 79% to 68%. This recovery can be more easily seen in Figure 5, which compares the real income distributions in 2001 and 2006. Four years after the devaluation, there is a substantial shift upward in the bottom of the real income distribution and a compression of real wages from the top.
Figure 4 – Moments of the Distribution of Labor Income

A- Percentiles

B- Interquartile Range

C- Standard Deviation

Notes: The figure plots moments of the distribution of monthly real income from January 1997 to December 2007. Panel A plots the percentiles of the log income distribution ($\times 100$) normalized by their average during 2001. We use $P_x$ to denote the $x$-th percentile of the distribution. Panels B and C plot the interquartile range ($P_{75} - P_{25}$) and the standard deviation for the same period. Recession periods are in gray, and monthly devaluations larger than 10% are marked with dotted black lines.

5 Why does Labor Income Inequality Fall during Large NER Devaluations?

This section explores the mechanisms behind the fall in inequality during large devaluations. With this goal in mind, we proceed in three steps. In the first step, we study workers’ income dynamic conditional on their pre-devaluation income. We find that low-income workers recover from the drop in real income faster than high-income workers—which we label as the “pivoting effect”. In the second step, we compute a between-sector, between-firm, and between-workers “variance decomposition” of the conditional income growth. We find that the between-firm component is the main contributor to the pivoting effect. Based on this
result, we explore the role of labor mobility across firms in compressing the income distribution. We find that labor mobility can account for half of the heterogeneous recovery of the between-firm component. Given the slower recovery of the between-sector and -worker components at the top, we explore the role of different income floors set by unions. We find that heterogeneous unionization rates, that lead to different income floor across workers, contributed to the decline in inequality.

5.1 Workers’ Income Growth conditional on Income Level

While the analysis in Sections 3 and 4 is informative of cross-sectional statistics, it does not reflect the income dynamics of individual workers across the income distribution during and after the devaluation. This is simply because the identities of the workers within each percentile can change drastically over time. We address this issue by studying workers’ income growth conditional on their pre-devaluation level of income.

To do this, we rank workers according to their permanent real monthly income during the pre-devaluation period and group them in percentiles according to this ranking. However, the presence of an age profile in income will render this ranking more favorable toward older workers, thus confounding income and age differences. We address this issue following Guvenen, Ozkan and Song (2014). We first run a pooled regression with all of the data in the sample of log labor income on a set of age and year dummies. Then, we rank workers according to their average log income net of the life-cycle profile during the two years before the devaluation. We drop workers with less than six months of employment during the period 2000-2001, since we cannot precisely capture their average income over the period. Figure 6 shows the mean year-over-year growth of real income (net of the life-cycle profile)
from December 2001 onward on the y-axis and the percentiles of the permanent income (net of the life-cycle profile) on the x-axis.\textsuperscript{7}

**Figure 6** – Average Income Growth Conditional on Average Income in 2000-2001

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6}
\caption{Average Income Growth Conditional on Average Income in 2000-2001}
\end{figure}

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period.

The first result is that during the year before the devaluation, the average year-over-year income growth ($\Delta_{12}Y_{t-12}$), is close to zero for all percentiles.\textsuperscript{8} This homogeneous average growth disappears after the devaluation, and the pattern that emerges across the income distribution is of a “parallel drop and pivot.” That is, in the year after the devaluation, there is a parallel average drop in income ($\Delta_{12}Y_{t}$) of 24% across percentiles, followed by a pivoting of the cumulative mean income growth centered around the income growth of the highest-income workers. The gap is quantitatively significant. After four years ($\Delta_{48}Y_{t}$), the average income growth of workers in the 10th percentile of the pre-devaluation distribution had experienced an average cumulative income growth of 43% relative to the month preceding the devaluation, while the average cumulative growth of those in the 90th percentile was -6%.

We extract three conclusions from this analysis. First, income dynamics monotonically depend on the worker’s position in the pre-devaluation income distribution. Second, the

\textsuperscript{7}Formally, we define the permanent component of income net of the life-cycle profile for agent $i$ as

$$
\bar{Y}_i = \sum_{m=0}^{23} e^{\tilde{y}_{i,t-m}} \times 1\{N_{i,t-m} = 1\} / \left[ \sum_{m=0}^{23} e^{d_{a,m}} \times 1\{N_{i,t-m} = 1\} \right],
$$

where $t$ corresponds to the month prior to the devaluation, $\tilde{y}_{i,t}$ is the log real labor income, $d_{a}$ are the coefficients of the age dummies in the pooled regression, and $N_{i,t-m}$ is an indicator of employment in period $t - m$. We scale the age dummies so that the fixed effect of a 25 year old worker matches the average labor income of a 25 year old worker in the regression sample.

\textsuperscript{8}We use the notation $\Delta_{z}Y_{t} = Y_{t+z} - Y_{t}$.
asymmetric recovery and the decline in inequality are the result of the larger within-worker average growth rates for workers at the bottom of the distribution. Third, as we show in Figure B.2 in the Appendix, after the 2002 devaluation, there was a decrease in the labor share from 40% to 31% due to the rapid increase in the inflation rate and the lack of similarly rapid adjustment of nominal labor income—implicitly, a redistribution from the workers to the firms. This sections shows that the redistribution from the firms to the workers, during the recovery of real labor income, is faster at the bottom of the income distribution.

Robustness. To investigate the robustness of the results behind Figure 6, we performed similar analyses using different subsamples of the data. In each case, we found that the main finding on the heterogeneous recovery of real income after the 2002 devaluation still holds. We present our results in Online Appendix Section C.1.

First, we explore the possibility that a subgroup of workers drives the main aggregate result. To address this, we perform additional splits of the data. Given the large change in relative price across sectors brought about by the devaluation, the observed pattern could be the result of a compositional effect. Although we will explore this further below, we reproduce the main finding by splitting the sample according to the 1-digit sector of employment of each worker in December 2001. Figure C.1 shows that the qualitative pattern is present in each of the broad sectors. Similar compositional effects might arise due to differences in the growth rates of income by age. Figure C.2 reproduces the main figure by groups of workers according to their age in December 2001 (25-29, 30-34, etc.) and shows similar patterns in each subgroup of workers. We also reproduce the figure using data on women (see Figure C.3) and find similar results. We also verify that our finding is not determined by the way we construct the measure of permanent income. Thus, following Guvenen et al. (2014), we compute the measure of permanent income as the average monthly income for the 5 years prior to the devaluations (as opposed to 2 years, as in the baseline analysis). Figure C.4 shows the results, which are quite similar to those found in the baseline analysis. Finally, we check that the results are not driven by potentially different dynamics of income during the month of December by computing income growth using the average monthly income within the last quarter of the year (see Figure C.7).

One potential concern would be that this fact is driven by changes in the intensive margin (the number of hours worked) or the extensive margin (the employment status of a worker). To address the first concern, we exploit information on the full-time/part-time status of the worker’s job. Figure C.5 reproduces the main fact using data on full-time jobs only and shows a similar pattern as in the baseline analysis. To address the second concern, we extend the sample to include the “zeros”: If a worker is not employed in the private formal sector in any given month, we replace his income with zero. This generates a balanced panel for
each worker employed in December 2001. Figure C.6 shows that the main finding is robust.\footnote{To deal with the log and the zeros, we follow the literature (see, for example, Guvenen et al., 2014) and replace $E_i(\Delta \log y_{it})$ with $\Delta \log E_i(y_{it})$, where $y_{it}$ is the real income of the $i$-th worker in period $t$. By computing the same statistics in our original sample without the zeros we conclude that the differences at the bottom of the distribution between Figure 6 and Figure C.6 are mostly due to Jensen-inequality effects.}

Another potential concern of this analysis is that the observed “pivoting” might be the result of mean reversion of labor income. While this concern is qualitatively valid, it is not valid quantitatively for the observed persistence of labor income. We verify this statement by replicating Figure 6 starting in 1997, when aggregate labor income was stagnant, to isolate the effect of mean reversion (see Figure C.9 in the Online Appendix). The patterns between in the two figures are clearly different. In the analysis starting in 1997, average income growth is muted, and there is no “pivoting” effect across the income distribution. In addition, following Guvenen et al. (2014), we directly control for different pre-devaluation income growth rates (in addition to controlling for age and the level of income), and find that controlling for past income growth has almost no effect on Figure 6 (see Figure C.10). From this analysis, we conclude that income dynamics after the devaluation are not an artifact of mean reversion and depend on the worker’s position in the pre-devaluation income distribution.

5.2 The Role of Sectors, Firms, and Workers for the Pivoting Effect

Can the decrease in inequality be explained by between- or within-group dynamics? This is an important question, since devaluations are associated with large changes in relative prices across sectors and firms, and thus could affect particular groups of workers differently. In Online Appendix Section C.2, we perform a variance decomposition analysis to decompose the overall cross-sectional variance of log real income into between and within components across sectors and firms (see, for example, Song, Price, Guvenen, Bloom and Von Wachter, 2018). There, we find that each of the between-sector, -firm, and -worker components almost equally account for 33% of the decline in labor income inequality.

Although the variance decomposition is a useful starting point used in the literature, it does not provide a characterization of the relevance of the different components (sector, firm, and worker) for the recovery of workers located in different parts of the income distribution. Therefore, we go beyond the standard variance decomposition and, through a series of counterfactual exercises, document how the sectoral and firm components of income differentially affected workers in different parts of the distribution.

In the first exercise, we gauge the relevance of between-sector heterogeneity across the labor income distribution by asking: How would the dynamics of labor income behave if, in each period, workers had earned the average income in the sector? That is, for each worker we compute $\Delta \bar{Y}_{s(it)}$, where $\bar{Y}_{s(it)}$ is the average income in the 4-digit sector $s$ employing worker
In period $t$. By construction, this figure also captures the aggregate average increase in labor income. Figure 7-Panel A plots the results by averaging this counterfactual income growth across workers in each percentile of the pre-devaluation distribution (the ranking of workers is the same as the one used in the baseline Figure 6). The two main findings are (i) heterogeneous sectoral labor income growth does not lead to heterogeneous recoveries for workers below the 60th percentile and (ii) part of the decrease in inequality is due to the slower recovery of average sectoral labor income in sectors employing workers at the top of the distribution.

To measure the contribution of the between-firm component across the income distribution, we ask: How would the dynamics of labor income look if, in each period, workers had earned the average income in the firm (net of the average income paid in the sector)? For this we replace the worker’s income growth shown before with the worker’s growth in $\bar{Y}_{j(it)} - \bar{Y}_{s(it)}$, which is the average income paid in firm $j$ employing worker $i$ in period $t$ net of the average income paid in the sector $s$ of the firm. Figure 7-Panel B shows that this component is responsible for a large fraction of the “pivoting” observed in the baseline Figure 6. Workers below the 60th percentile of the pre-devaluation income distribution experience positive income growth from the between-firm component, while workers above this percentile experience negative income growth. Thus, the decrease in inequality accounted for by the between-firm component is due to monotonically lower average income growth in firms employing higher-income workers.

Finally, the remaining piece of the decomposition is given by changes in $Y_{it} - \bar{Y}_{j(it)}$, which is a worker’s $i$ labor income in period $t$ net of the average income paid in the firm employing him. Figure 7-Panel C plots the average growth of this component across the distribution. Most of the heterogeneity in the within-firm and between-worker component comes from faster income growth for workers below the 10th percentile of the pre-devaluation distribution and slower growth for workers at the top of the distribution.

The main takeaway of this section is that in order to explain the labor income dynamics of individual workers at the top of the income distribution, one must focus more on the between-sector and within-firm components. On the other hand, to understand the dynamics for workers at the middle and bottom of the income distribution, one must focus on the between-firm component.\(^{10}\)

### 5.3 Economic Mechanism I: Labor Mobility

Given the importance of firms for the pivoting effect, it is natural to ask: what is the role of heterogeneous mobility patterns across the income distribution for the decline in inequality

---

\(^{10}\)In Figure C.8, we perform the same analysis on the subsample of workers who, in December 2001, were employed in firms that had on average (during the 2000-2001 period) at least 10 employees. We show that the “pivoting” effect found in the firm component of income is equally important when excluding smaller firms.
Figure 7 – Decomposition of Average Income Growth Conditional on Average Income in 2000-2001

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period. Panel A replaces a worker’s labor income with the average labor income in the sector of employment. Panel B replaces a worker’s labor income with the average labor income in the firm of employment net of the sectoral average labor income. Panel C replaces a worker’s labor income with the worker’s labor income net of the firm’s average labor income.
during devaluations? Several papers have documented differences in mobility patterns across groups of workers. For example, Karahan et al. (2019) show that in the US: i) the number of employers during the working life (resp. the fraction of job stayers) is decreasing (resp. increasing) in lifetime earnings, and ii) the separation and job-to-job transition rates are declining in workers’ earnings. We provide an answer to our question in two steps. First, we document the incidence of different types of transitions and the conditional average income growth by type of transition across the income distribution. Second, we compute a set of counterfactual income dynamics without income changes after different types of transitions.

Workers at the bottom (resp. top) of the pre-devaluation income distribution experienced separation shocks at a higher (resp. lower) rate, but on average their income increased (decreased resp.) with each transition. Figure 8-Panel A plots the cumulative probability of experiencing a separation over the first 4 years after the devaluation as a function of a worker’s pre-devaluation income (the same ranking of workers as in Figure 6). This probability is monotonically decreasing in the position of the distribution, with the exception of workers above the 90th percentile. Relatedly, Figure 8-Panel B plots the average income growth across all job transitions that involve an unemployment spell within percentiles of the distribution. In the first year after the devaluation, workers below the 40th percentile experienced an average income growth of 10.4%, while workers above the 40th percentile experienced an average growth of -26%.11 Four years after the devaluation, workers below the 50th percentile experienced an average growth of 4.3% during job changes that involved an unemployment spell, while the losses of high-income workers were smaller (-9% on average).

Low-income workers were also more likely to make job-to-job transitions and to experience a larger income growth on average when making such transitions. Figure 8- Panels C and D plot the same objects for the case of job-to-job transitions. Qualitatively, the patterns are the same as those observed for separations. The only difference is that, starting from the second year after the devaluation, workers in all percentiles experienced a positive income growth after a job-to-job transition on average. Importantly, the average income growth is still decreasing in the position in the income distribution.

We document that labor mobility is an important driver of the heterogeneous recovery of income. For this, we construct several counterfactual series of income. First, we compute counterfactual income dynamics without changes due to job-to-job transitions. For each worker, we compute changes in income for each pair of subsequent observations over time. Then, we identify the changes in income that are due to job-to-job transitions and replace them with a zero.12 Finally, we reconstruct for each worker the time series of the level of labor

---

11The labor income drop after a separation is consistent with Davis and Wachter (2011).
12Formally, let $Y_{t(j)}^i$ be the $j$-th chronological observation of worker $i$ in period $t(j)$ in the dataset. Then, we can write

$$Y_{t(j)}^i = Y_{t(1)}^i + \sum_{l=2}^{j} \Delta Y_{t(l)}^i,$$
Notes: Panel A plots the cumulative probability of experiencing a separation between December 2001 and December in the next 4 years. Panel B plots the average difference between the (log) income in the new job found after a separation during each year after the devaluation and the (log) income in the previous job. Panel C plots the cumulative probability of experiencing a job-to-job transition between December 2001 and December in the next 4 years. Panel D plots the average difference between the (log) income in the new job found after a job-to-job transition during each year after the devaluation and the (log) income in the previous job. All figures are conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers that had at least 6 months of employment during the 2000-2001 period. We truncate the distribution of income changes by the 1% and 99% percentiles to construct Panels B and D.

income with these counterfactual income changes. These counterfactual income dynamics reflect the actual income growth for incumbent and separating workers, and omit income growth experienced during job-to-job transitions.

where $\Delta Y_{i(t)}^{j} \equiv Y_{i(t)}^{j} - Y_{i(t-1)}^{j}$. Then, we construct a counterfactual series for $Y_{i(t)}^{j}$ by setting $\Delta Y_{i(t)}^{j} = 0$, whenever the worker $i$ makes a job-to-job transition between $t(l-1)$ and $t(l)$ (i.e, whenever employers differ in those two periods and $t(l) - t(l-1) \leq 1$).
Figure 9 – Contrafactual Income Growth across the Distribution

Notes: Panel A describes both the actual average income growth and the counterfactual income growth that omits income changes experienced during job-to-job transitions. Panel B plots the difference between the actual and the counterfactual dynamics to ease the comparison. Panel C describes both the actual average income growth and the counterfactual income growth that omits income changes experienced after separations. Panel D plots the difference between the actual and the counterfactual dynamics to ease the comparison. Panels E and F present similar results for the combined effects of job-to-job transitions and separations. All figures are conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers that had at least 6 months of employment during the 2000-2001 period.
Figure 9-Panel A compares the baseline results with the counterfactual income dynamics (for ease of exposition, Figure 9-Panel B plots the difference between both lines). We can see that job-to-job transitions did not generate any heterogeneous income growth before or immediately after the devaluation. However, during the recovery phase, we see that job-to-job transitions positively contributed to higher income growth, especially for workers below the 50th percentile. Quantitatively, job-to-job transitions generated a significant fraction of the pivoting observed in Panel B of Figure 7 (which also shows similar changes before and immediately after the devaluation, followed by positive income growth for workers below the 50th percentile).

Next, we perform a similar exercise with the aim of quantifying the role of mobility due to separations. In this case, we identify the changes in income that are due to separations and replace them with a zero. With these counterfactual growth rates, we reconstruct the time series of labor income for each worker. Figure 9-Panel B shows the results. In this case, the pivoting that can be attributed to income growth generated by separations is even stronger.

Combining both results, labor mobility generates 44% of the pivoting effect at the firm level. Panels E and F combine the effects of both types of labor mobility. The average cumulative income growth for workers at the 10th percentile was 9.2%. Instead, workers at the 90th percentile experienced an average cumulative income growth of -2.2%. As a comparison, the average cumulative income growth for workers at the 10th (resp. 90th) percentile in Panel B of Figure 7 was 18.5% (resp. -7.2%).

As highlighted by Postel-Vinay and Robin (2002), in a model with on-the-job-search, workers are able to extract rents from their current employers when receiving external offers without having to actually move to a new employer. In our analysis, we quantify the effects of labor mobility by exploring the income dynamics of workers who had the opportunity to move to another job, and actually moved. Therefore, our counterfactual analysis only provides a lower bound for the role played by labor mobility.

5.4 Economic Mechanism II: Heterogeneous Income Floors

Given the importance of between-sector and between-workers components for explaining income growth above the median, it is natural to study the heterogeneous dynamics of sector-by-occupation income floors set by unions. Income floors are common labor market institutions across countries. For example, in the U.S. there are state-level minimum wages. While a minimum wage exists in Argentina, it only applied to 1% of workers before the 2002 devaluation. Instead, the main income floor in Argentina is set by trade unions and

\[\text{ Several papers have studied the macroeconomic consequences of a minimum wage. See, e.g., Engbom and Moser (2018) for a study of minimum wages in Brazil, Flinn (2006) in the US, and Harasztosi and Lindner (2019) in Hungary.}\]
they differ by sectors and occupations, as is typically the case in many European countries. Can unionization status explain the heterogeneous individual recoveries across the income distribution?

The answer to this question is yes, which we explain in three steps. First, we briefly describe the role of unions in Argentina. Second, we present evidence on the role of unions for income growth within sectors. Finally, we reproduce our main fact by unionization status and find significant differences.

In Argentina, a single union has monopoly power to represent workers and negotiate a CBA at a sectoral level. A CBA determines the minimum labor income for all workers in that sector employed in a subset of occupations, regardless of their individual membership status. By law, negotiated wages must be above the national minimum wage. For the largest firms in a sector, unions also negotiate firm–specific CBAs, which have to offer better terms to workers than the sectoral CBA.

Following the 2002 devaluation, unionized workers whose incomes were covered by a CBA saw their labor income recover faster than non-unionized workers. Figure 10 plots income by unionization status over time for some sectors with strong unions. The figure plots the average income in the CBA across occupations and the average income of workers covered and non-covered by the CBA. Covered workers are those who are unionized according to the SIPA dataset, and whose labor income is within the prevailing range of incomes established by the CBA in October 2002. We choose October 2002 since between 1995 and that date unions did not renegotiate their CBAs. By law, an expired CBA still remains legally binding until a new one is negotiated.

For all the industries in which bargained income changes were above inflation, the average nominal income growth of covered workers was 30% higher than non-covered workers. The labor income growth rate of unionized workers closely follows the average growth specified by the CBA. This pattern holds for retail trade, construction, motor vehicle manufacturing, and freight transport by road. Finally, there is one sector (mechanics) in which the CBA’s income growth is almost equal to the cumulative inflation between 2002 and 2005. In that sector, income growth between 2002 and 2005 does not vary by unionization status. We conclude that there is a significant heterogeneity of income growth by unionization status in sectors with strong unions. Importantly, the timing of union renegotiations coincides with the moment when income inequality began to decline (2nd semester of 2003).

Until now, we illustrated the role of unions in a subset of sectors. Next, we present the

---

14 As we showed above, the primary source of heterogeneous recovery of labor income is within sectors.
15 These groups are constructed using the unionization status variable in the SIPA data. The unionization variable becomes available in June 2003, and presents a high degree of persistence in the sample. For this reason, we are confident that the majority of these workers maintained their unionization status between October 2002 and June 2003. Since unions negotiate a minimum monthly labor income for specific occupations, we added the second condition to identify workers near the prevailing minimum income in October 2002.
**Figure 10** – Normalized Labor Income by Union Coverage and Labor Income in CBAs

**Notes:** Panels A to E plot average nominal income in the CBA across occupations and the average nominal income of workers covered and non-covered by the CBA across five industries (i.e.,). A worker belongs to the group “Covered” if it is unionized in June 2003 according to SIPA dataset and her labor income is between the lowest and highest incomes across occupations in CBAs. A worker belongs to the group “Not Covered” if it is not unionized in June 2003 in SIPA dataset.
The contribution of unionization status to the main fact of this paper. Figure 11 reports the share of unionized workers and average labor income growth by unionization status as a function of pre-devaluation income. To construct Figure 11 we split workers according to their unionization status only, regardless of their incomes relative to bargained incomes.\footnote{The digitalization of all industries’ CBAs and the merge with SIPA data is outside the scope of this paper. Each industry has its own industry specific contract format that changes over time. Therefore, we were not able to standardize CBAs across all industries. Nevertheless, we reproduce Figure 10 in the Online Appendix with different definitions of coverage to show how these definitions affect the measurement of income dynamics by unionization status (see Figure C.13).}

The share of unionized workers is increasing for the worker between the 1st and 70th percentiles and decreasing from the 70th to 100th percentile. The share of unionized workers

\begin{itemize}
\item[A.] Shows the share of unionized workers by percentiles of income, as in Figure 6.
\item[B.] Shows average cumulative income growth by percentiles and unionization status.
\item[C.] Shows the difference in the average cumulative income growth between unionized and not unionized workers by percentiles.
\end{itemize}
is above 40% between the 20th and 80th percentiles. Thus, union bargaining is relevant primarily for workers in the middle- to top- of the income distribution, and less so for workers at the top and the bottom of the income distribution.

The average cumulative income growth was higher for unionized workers than non-unionized workers. The average difference in income growth across unionization status is close to zero between December 2002 and December 2001. If we focus on workers below the 70th percentile, the differences in income growth for unionized workers relative to non-unionized workers increased over time. The average difference one year after the devaluation was 4%, and that difference became 6% four years after the devaluation. On the other hand, unionized workers at the top of the pre-devaluation income distribution experienced a slower recovery relative to non-unionized workers (see Card, 1996, for similar evidence of a smaller/negative union premium at the top of the distribution in the US). The difference in relative income growth for workers below and above the 70th percentile is quantitatively important, as it resembles the pattern of heterogeneous recovery of the workers’ components of income presented in Panel C of Figure 7.

6 Additional Mechanisms and Robustness

6.1 Additional Mechanisms

**Sectoral trade exposure.** Can trade exposure explain the heterogeneous individual recoveries across the income distribution? The answer is no. Sectoral trade exposure correlates strongly with labor income growth, but it cannot generate a decline in inequality. Here, we demonstrate this result by focusing on a broad classification of trade exposure, i.e., tradable and nontradable sectors. We relegate our analysis of sectoral trade exposure at the three-digit SIC level to Section D.1 in the Online Appendix.

For trade exposure to explain the heterogeneous individual recoveries across the income distribution, two conditions need to be satisfied. First, the NER and sectoral labor income must be correlated, and their correlation should be a function of trade exposure. For example, workers in the nontradable sector should benefit the least from a devaluation. Second, workers’ pre-devaluation permanent income and the income recovery in sectors that benefit the most from a devaluation must be negative correlated. For example, if the non-tradable sector recovers more slowly, workers at the top of the income distribution should concentrate in this sector. While we find strong support for the first condition, we do not find support for the second condition.

Figure 12-Panel A (resp. B) shows sectoral income growth in the tradable (resp. non-tradable) sector. Figure 12-Panel C shows the difference of sectoral income growth across tradable and non-tradable sectors. We construct these figures in two steps. First, we group workers according to their position in the pre-devaluation income distribution, as in Sec-
tion 5, and their sector of employment (i.e., tradable or nontradable). Second, for each percentile of the income distribution and broad sector (i.e., tradable and nontradable), we compute the average income growth combining sectoral income growth at the four-digit SIC level and the composition of workers across those sectors.

**Figure 12** – Average Income Growth Conditional on Average Income 2000-2001 for Tradable and Nontradable Sectors

**Notes:** Panel A (resp. Panel B) plots average income growth in the tradable (resp. nontradable) sector conditional on the percentile of the distribution of average monthly real income during 2000-2001. Panel C plots the difference between average income growth in the tradable and nontradable sectors. Panel D plots the percentage of workers in the tradable sector in December 2001 (“t”), in December 2003 (“t+24”), and in December 2005 (“t+48”), together with the average across the percentiles of the income distribution in those dates. The sample is restricted to workers that had at least 6 months of employment during the 2000-2001 period.

The labor income of tradable-sector workers permanently increased by 10% relative to that of nontradable-sector workers after the devaluation. The average difference across per-

\[^{17}\text{The tradable sector includes agriculture, livestock, and hunting, fishing and related services, mining, and the manufacturing industry.}\]
centiles of income is 0.5% in favor of the nontradable sector between December 2000 and 2001.\footnote{Figure D.3 in the Online Appendix shows that the relative wages of tradable workers was slightly decreasing relative to non-tradable workers between 1994 and 2001.} Following the 2002 devaluation, there is a faster recovery of tradable-sector labor income than nontradable sector labor income. The average differences across percentiles over the course of 4 years are 7%, 12%, 13%, and 9% in chronological order. In conclusion, there is a significant difference in labor income dynamics across the tradable and nontradable sectors resulting from the predicted increase of revenue in tradable sector relative to the non-tradable sectors.

There is no quantitatively relevant “pivoting” pattern in the share of tradable workers across the pre-devaluation income distribution. That is, the share of tradable employment is not decreasing in pre-devaluation income. Figure 12-Panel D plots the share of tradable workers in December 2001 and two and four years after. The larger share of tradable workers across the distribution is in the 15th percentile, and it is 10% higher than the mean across the income distribution. Since the relative income growth of the tradable relative to the non-tradable is 10%, the exposure to the tradable sector can only explain at most 1% difference across sectors. Furthermore, there is a concentration of tradable employment at the top of the distribution, which goes against our main finding.

Finally, we find a small reallocation of labor towards the tradable sector after the 2002 devaluation. As Figure 12-Panel D shows, the average share in the tradable sector was 36% in December 2001 and increased to 37% in December 2004. In light of this large devaluation, the lack of mobility into the tradable sector is surprising. Nevertheless, it is consistent with the fact that the tradable premium persists for such a long time.

Changes in labor income risk. Can the decrease in inequality be explained by a lower labor income risk? To illustrate the logic of this question, suppose that the income process follows a standard AR(1) process. Then, a decrease in the standard deviation of the innovation would translate into a compression of the stationary distribution. Thus a decrease in the standard deviation of income growth could explain a lower level of inequality.

One potential source of a decline in labor income risk is the observed sharp decrease in the separation rate after the 2002 devaluation (results available upon request). The literature has previously documented that job displacements are typically associated with large cumulative earnings losses (see, for example, Davis and Wachter, 2011). Thus, if the incidence of such large negative events decreases, the distribution after the devaluation could become more equal.

Nevertheless, the requirements for this mechanism to work are not observed in the data: Inequality decreased despite an increase in the standard deviation of income growth. Figure 13 shows selected moments of the labor income growth distribution. During the recession and before the devaluation, the interquartile range of the distribution of labor income growth was
Figure 13 – Moments of the Distribution of Labor Income Growth

A- Average

B- Interquartile Range

C- Kelley’s Skewness

D- \(\frac{(P_{90} - P_{50}) - (P_{50} - P_{10})}{P_{90} - P_{10}}\)

Notes: Panels A to D plot (in the following order) the average, the interquartile range, Kelley’s skewness \(\frac{(P_{90} - P_{50}) - (P_{50} - P_{10})}{P_{90} - P_{10}}\), and the decomposition of the Kelley’s skewness \(\frac{(P_{90} - P_{50})}{P_{90} - P_{10}}\) of year-over-year income growth from 1997 to 2007.

almost constant, and Kelley’s skewness continuously decreased (similar patterns have been documented for the U.S. by Guvenen, Ozkan and Song, 2014). After the devaluation, there was a significant increase in the dispersion of year-over-year income growth. Figure 13-Panel B shows a sharp and persistent increase in the interquartile range of year-over-year income growth from below 20% up to 40%. Moreover, the increase in dispersion is not symmetric. After the devaluation, there was a reversal in the negative trend in the skewness, which changes from -0.2 to an average of 0.15. In other words, the right tail of the distribution of income growth expands. As Panel D shows, most of the movements in skewness come from changes in the distribution above the median: 60% of Kelley’s skewness can be attributed to the upper tail after the devaluation.

19Kelley’s measure of skewness is defined as \(\frac{(P_{90} - P_{50}) - (P_{50} - P_{10})}{P_{90} - P_{10}}\). Since it is based on percentiles, it is more robust to outliers.
Two mechanisms could explain the increase in labor income risk. First, a larger reallocation of labor, since the reallocation of workers across employment states, firms, and sectors is associated with large income variations, as previously shown. The fact that the standard deviation of income growth of job stayers also increases (see Figure D.6 in the Online Appendix) points to an additional mechanism: the heterogeneous arrival rates of adjustment times of nominal income in the short run after a devaluation and heterogeneous growth in real income conditional on adjustment in the medium run.

6.2 Robustness

This section analyzes the role of policy changes or additional dimensions of the labor market to better understand the heterogeneous labor market dynamics during devaluations. We provide a summary of the results here, and the complete analysis can be found in Online Appendix Sections D.3-D.6.

Changes in the minimum wage. The nominal monthly minimum wage in Argentina was fixed at $200 from August 1993 to July 2003. After the 2002 devaluation, there was a continuous drop in the real minimum wage until its first adjustment in July 2003. Since then, it has experienced a series of increases, and by the end of 2005 its real value was equivalent to the 10th percentile of the real income distribution.

We provide evidence showing that changes in the real minimum wage could not have been the main driver behind the post-devaluation drop in inequality. First, we show that the timing of this potential explanation is misaligned. Six months after the devaluation, divergent dynamics of the bottom and top percentiles of the income distribution emerged. This occurred while the real minimum wage kept decreasing due to a lack of adjustment and became even less binding. Thus, the drop in inequality preceded the increase in the real minimum wage. In addition, it is worth pointing out that after the large increase in the real minimum wage in September 2004, of more than 20 log points, we do not see any further large changes in inequality.

Second, the heterogeneous recovery we observe in Figure 6 is almost a linear function of the position of a worker in the pre-devaluation income distribution. It is highly unlikely that changes in the minimum wage had spilled over up to the 80th or 90th percentile in such a short period of time.

Changes in hours versus hourly wages. Throughout the paper, we report facts about monthly real labor income and not hourly wages, due to data limitations. Nevertheless, we

---

20Given the lack of adjustment for such a long period of time, it is not surprising that the monthly minimum wage became binding for a small fraction of the population. In 2001, it was equivalent to the monthly nominal income of a worker in the 2nd percentile of the income distribution.
performed three exercises to show that the main facts presented in Section 5 are driven by changes in hourly wages and not by fluctuations in hours worked.

In the first exercise, we computed average weekly hours and the distribution of average weekly hours by quintiles of the income distribution in the household survey, which contains information on hours of work. While average hours worked drop by at most 2% after the 2002 devaluation, this magnitude cannot explain the drop in real labor income of almost 30%. We also find almost no difference in the evolution of hours worked across quintiles of the income distribution. Moreover, the small drop in hours is homogeneous across the income distribution. Thus, differences across income groups cannot account for the large decrease in inequality. In the second exercise, we analyzed workers’ real hourly wages using the same data. We find that the dynamics of the hourly wage distribution closely follow the dynamics of the monthly income distribution.

In the last exercise, we divide workers according to their full- and part-time status using information on workers’ type of labor contract in the SIPA dataset.\textsuperscript{21} We find quite similar dynamics of the mean real labor income across groups of full- and part-time workers. We also find similar dynamics of the interquartile range and the standard deviation of the labor income distribution across groups.

Worker-specific inflation. If we are interested in a worker’s consumption possibilities after a devaluation, the appropriate deflator for a worker’s nominal income ($\tilde{y}_i$) should be based on each worker’s consumption basket ($p_i$) instead of the aggregate CPI ($p$). We can decompose the measure of real income of interest as $\frac{\tilde{y}_i}{p_i} \equiv \frac{\tilde{y}_i}{p} \times \frac{p}{p_i}$. In this paper, we focus on the first component, $\frac{\tilde{y}_i}{p}$, to render the comparison of real income dynamics across workers more transparent.

In Online Appendix Section D.5, we reproduce Figure 6 by constructing measures of income-specific deflators. Using micro-data from the national expenditure survey in Argentina, we document that it is indeed the case that households with lower incomes experienced a higher inflation rate after the devaluation, since their consumption basket is tilted toward goods with prices that comove more with the nominal exchange rate (as in Cravino and Levchenko, 2017). However, these differences in income-specific inflation rates are not large enough to overturn our main fact.

The informal labor market. In Online Appendix Section D.6, we provide a broader picture of the Argentinian labor market during devaluations by extending the analysis to the informal labor market. First, we find that labor income also decreased in the informal

\textsuperscript{21}The full-time group includes workers with and without a termination date specified in their contracts. The part-time group also includes seasonal workers, trainees, and temporary workers. In order to be overly cautious, we also include in this group all workers in the agriculture, mining, fishing, and construction sectors due to the intermittent working periods common in these sectors.
market after devaluations. In fact, the drop is larger and even more persistent that in the formal sector. However, we do not see a clear compression of the cross-sectional distribution of informal income. This is consistent with the fact that unions—which are present only in the formal sector—explain a faster recovery of real incomes.

When we examine the dynamics of informal employment, we find that the share of informal employment decreases after the devaluation, which is in line with improving conditions in the formal labor market. As the decline of the informality rate is associated with transitions from the informal to the formal sector (which on average pays higher wages), this finding suggests that labor mobility played an additional role in compressing the overall income distribution.

7 Discussion: Linking Empirical Evidence and Theory

Our measurement exercise points to important considerations (i.e., the role of firms vis-à-vis sectors and occupations) and general mechanisms (i.e., labor mobility and income floor dynamics) through which economies adjust after large NER devaluations.

While our findings about inequality might be of interest on their own, our results also provide empirical guidance to some prominent theories. Following the seminal paper of Bils and Klenow (2004), there has been far greater theoretical work on price dynamics relative to wage dynamics, despite the importance of wage rigidities in macroeconomic fluctuations (see Christiano, Eichenbaum and Evans, 2005). We conjecture that this differential development occurred in response to the availability of high-quality pricing data and the relative dearth of high-quality wage data. This paper provides an empirical footing for new theoretical work on the macroeconomic consequences of wage rigidities. We show that real labor income decreases during large devaluations due to prices adjusting faster than wages and the adjustment of wages is heterogeneous across workers.

Our main facts documents the dynamics of inequality in the aftermath of large NER devaluations. Inequality matters for aggregate demand whenever markets are incomplete. The implications of inequality has been studied for monetary policy shocks (see, e.g., Auclert, 2019, Kaplan, Moll and Violante, 2018, Auclert and Rognlie, 2018), but not for sudden stops. Extending canonical models of large devaluations (see, e.g., Mendoza, 2010) could help us understand these events in two dimensions. First, inequality could affect aggregate dynamics. Second, the distributional impact of sudden stops could be a primary consideration for the design of policies with inequality concerns.
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A.1 Cross-country Data: Sample Construction

Description and sources. Our aggregate analysis requires combining data on output, exchange rate, prices, inequality, and wages for several countries. To measure output, we use constant GDP in local currency from the World Bank. We use GDP per capita in PPP from the World Bank to classify countries. Prices and nominal exchange rates come from the IMF International Financial Statistics Dataset. We use the consumer price index as our measure of the price level. We measure inequality using the Gini coefficient, which can be obtained from PovcalNet via a direct query from STATA. We complement this dataset with data from Korea Statistics to get Gini’s time series for South Korea. We use Laeven and Valencia (2012) (updated in Laeven and Valencia (2018)) to identify currency crisis, banking crisis, and sovereign defaults. Lastly, we combine data from a variety of sources to build our database on wages. Table A.1 describes the different sources for wage data.

<table>
<thead>
<tr>
<th>Source</th>
<th>Countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECLAC</td>
<td>El Salvador, Armenia, Colombia, Georgia, Hungary</td>
</tr>
<tr>
<td>ILO</td>
<td>Indonesia, Moldova, Montenegro, Russia, Slovak Republic, Ukraine</td>
</tr>
<tr>
<td>OECD</td>
<td>Austria, Belgium, Czech Republic, Cyprus, Denmark, France, Finland, Germany, Greece, Italy, Korea, Lithuania, Luxembourg, Mexico, Netherlands, Portugal, Spain, Sweden, Slovenia, United Kingdom, Ireland.</td>
</tr>
<tr>
<td>SEDLAC</td>
<td>Brazil, Costa Rica, Honduras, Argentina, Dominican Republic</td>
</tr>
<tr>
<td>Dominican Republic Central Bank</td>
<td>Bulgaria</td>
</tr>
<tr>
<td>National Statistical Institute (Bulgaria)</td>
<td>Estonia</td>
</tr>
<tr>
<td>Statistics Estonia</td>
<td>Iceland</td>
</tr>
<tr>
<td>Statistics Iceland</td>
<td>Latvia</td>
</tr>
<tr>
<td>Central Statistics Bureau (Latvia)</td>
<td>Paraguay</td>
</tr>
<tr>
<td>DGEEC (Paraguay)</td>
<td>Romania</td>
</tr>
<tr>
<td>National Institute of Statistics (Romania)</td>
<td>Uruguay</td>
</tr>
</tbody>
</table>

Sample selection. We consider two kinds of episodes: Devaluations and recessions. To identify the former, we follow Laeven and Valencia (2012). They consider a currency crisis a nominal devaluation of more than 30%, which is at least 10% higher than the depreciation rate of the previous year. We classify an episode as a recession if there’s a cumulative output loss of at least 2% in consecutive years.\(^{22}\) We focus on the four years before and after the episode, where we use the trough to date the recession.

To build our sample, we proceed as follows. First, we identify both kinds of episodes separately focusing only on emerging and rich economies in 1990-2015.\(^{23}\) The total initial sample size is yields 109 devaluations and 227 recessions; of the latter, 51 overlaps with a devaluation. That is, there’s a big devaluation during

\(^{22}\)The threshold resembles Calvo, Izquierdo and Talvi (2006), who establish a cutoff of 4%. Our lower threshold allows us to increase the sample size given the scarcity of Gini data.

\(^{23}\)We follow Uribe and Schmitt-Grohé (2017) for classifying countries as emerging or rich. They consider an economy as emerging if the geometric mean of its GDP per capita in PPP US dollars of 2005 is between 3,000 and 25,000, and rich if its larger than 25,000.
the recession or one year before or after it. We further discard 133 recessions and 83 devaluations for lack of Gini or wage data. From the resulting 43 recessions and 26 devaluations, we discard a few more episodes for different reasons, summarized in Table A.2. We don’t consider Belarus, as it is mainly a command economy. The mechanisms we explore in this paper depend on part in the presence of markets, and thus these episodes are not a good illustration. Because our paper focuses on devaluations, we don’t consider Cyprus episodes, the Slovak Republic and Slovenia, that occur just as these economies were transitioning into the Eurozone. We prefer not to include them in the nominally stable recessions as they move into a completely different monetary regime. Lastly, we exclude episodes from Syria, Ukraine, and Venezuela during periods of civil war, strife, or military coups.

<table>
<thead>
<tr>
<th>Episode</th>
<th>Reason for Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belarus - 2009</td>
<td>Command Economy</td>
</tr>
<tr>
<td>Belarus - 2011</td>
<td>Command Economy</td>
</tr>
<tr>
<td>Belarus - 2015</td>
<td>Command Economy</td>
</tr>
<tr>
<td>Cyprus - 2009</td>
<td>Transition to Euro</td>
</tr>
<tr>
<td>Slovenia - 2009</td>
<td>Transition to Euro</td>
</tr>
<tr>
<td>Slovak Republic - 2009</td>
<td>Transition to Euro</td>
</tr>
<tr>
<td>Syria - 2011</td>
<td>Civil War</td>
</tr>
<tr>
<td>Ukraine - 2015</td>
<td>Civil War</td>
</tr>
<tr>
<td>Venezuela -2002</td>
<td>Coup</td>
</tr>
<tr>
<td>Venezuela - 2011</td>
<td>Civil Strife</td>
</tr>
</tbody>
</table>

Our final sample has 40 recessions and 19 devaluations. Table A.3 describes recessions and devaluations episodes. We also consider different subsamples for robustness. Section A.2 details the motivation and the composition of each of them.

Variable normalization. We normalize the data so that NER, GDP, inflation, wages, and Gini have a value of 0 one year before the episode. Gini data is sometimes not available in an annual frequency, being released biannually. To avoid having gaps in our panel, we linearly interpolated Gini data. We also normalize the devaluation and inflation rate so that the plots can be read as percentage points deviations from their value one year before the episode.

Because some episodes in the sample feature very high inflation and devaluation rates, we Winsorize the

Table A.3 – Episodes where we measure Income Inequality

<table>
<thead>
<tr>
<th>Devaluations</th>
<th>Recessions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Latvia-2010, Lithuania-2009, Luxembourg-2009</td>
</tr>
<tr>
<td></td>
<td>Portugal-2013, Romania-2010, Slovenia-2013</td>
</tr>
<tr>
<td></td>
<td>United Kingdom-2009</td>
</tr>
</tbody>
</table>
Table A.4 – Samples of Episodes

<table>
<thead>
<tr>
<th>Sample</th>
<th>Recessions</th>
<th>Devaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full sample</td>
<td>40</td>
<td>19</td>
</tr>
<tr>
<td>No banking crisis</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>Banking crisis</td>
<td>20</td>
<td>11</td>
</tr>
<tr>
<td>No defaults</td>
<td>39</td>
<td>14</td>
</tr>
<tr>
<td>Recessions: all devaluations are also recessions</td>
<td>40</td>
<td>11</td>
</tr>
<tr>
<td>Income Inequality</td>
<td>35</td>
<td>14</td>
</tr>
<tr>
<td>Short recessions: only recessions up to a year</td>
<td>24</td>
<td>19</td>
</tr>
<tr>
<td>Recent sample: Episodes from 2000 onwards</td>
<td>38</td>
<td>10</td>
</tr>
<tr>
<td>No Hyperinflation</td>
<td>39</td>
<td>16</td>
</tr>
</tbody>
</table>

top and bottom 2.5% of their distribution. We do this to increase the readability of the plots, and it has no impact on the interpretation of our results.

A.2 Cross-Country Data: Robustness

This section explains the subsamples we consider to control for special kinds of recessions or devaluations. Table A.4 lists the different subsamples we consider. We consider the first four samples to isolate the effect of devaluations from the sovereign or banking crisis. Half of the recession episodes also feature a banking crisis, while approximately 40% of devaluations coincided with a banking crisis. Almost none of the recessions feature a default, with Greece’s 2009-2013 recession being the only exception. For this reason, we don’t consider the subsample of defaults, focusing only on episodes without a default. In the case of devaluations, almost 3/4 of the episodes don’t have a default. It might also be the case that some devaluations do not lead to contractions in output. Thus, the comparison with recessions is not appropriate. We consider a subsample in which we keep only those devaluations with recessions. We keep almost 60% of our recessions in this sample.

Inequality can be measured consumption or income data. Because we are ultimately interested in the labor market implications of inequality, we consider a subsample in which we only include episodes for which the Gini is estimated using household’s income. PovCal includes a variable indicating whether income or consumption was used for estimation, which allows us to find the subsample. In this subsample we keep almost 90% of recession episodes and almost 75% of devaluations.

Our devaluation events are short. Because we do not restrict recessions, there might be long episodes, reducing the recessions sample’s comparability. We consider a subsample in which the only recessions included are those that last a year or less. In this subsample, the total number of recession episodes is 24.

Our sample of recessions has almost no episodes from before 2000, while our devaluations sample includes several episodes from the late ’90s. To remedy this, we consider a subsample of recent episodes, where we only keep those that occurred after 2000. This sample yields 38 recessions and 10 devaluations, just over half the original number of devaluations. Lastly, 4 of our episodes feature high inflation or hyperinflation. These kinds of events are known to have different dynamics, and they also make our averages much less representative of the whole sample. For that reason, we consider a sample without one recession (Argentina-1995) and three devaluations (Brazil 1990 and 1993 and Georgia 1999).
Figure A.1 – Macroeconomic Facts After Large Devaluations - All Recessions

Notes: Panels A to E plot (in the following order) the change in the NER, real GDP, inflation, average real labor income and Gini at an annual frequency. All variables are expressed in percentage points and normalized to zero in year -1. The blue solid line shows the average macroeconomic dynamics in a 8-year window around a large devaluation. The year zero corresponds to the year of the devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. Large devaluation episodes include Argentina (2002), Argentina (2014), Brazil (1990), Iceland (2008), Indonesia (1998), Korea (1998), Mexico (1995), Moldova (1999), Paraguay (2002), Ukraine (2009) and Uruguay (2002). Nominally stable recessions include Argentina (1995), Argentina (2009), Armenia (2009), Austria (2009), Belgium (2009), Bulgaria (2009), Colombia (1999), Cyprus (2014), Czech Republic (2009), Denmark (2009), El Salvador (2009), Estonia (2009), Finland (2009), Finland (2014), France (2009), Georgia (2009), Germany (2009), Greece (2013), Honduras (2009), Hungary (2009), Ireland (2009), Italy (2009), Italy (2014), Latvia (2010), Lithuania (2009), Luxembourg (2009), Mexico (2009), Moldova (2009), Montenegro (2009), Netherlands (2009), Portugal (2009), Portugal (2013), Romania (2010), Russia (2009), Slovenia (2013), Spain (2009), Spain (2013), Sweden (2009), Switzerland (2009) and the United Kingdom (2009)
Figure A.2 – Macroeconomic Facts After Large Devaluations - Only Banking Crisis

Notes: Panels A to E plot (in the following order) the change in the NER, real GDP, inflation, average real labor income and Gini at an annual frequency. All variables are expressed in percentage points and normalized to zero in year -1. The blue solid line shows the average macroeconomic dynamics in a 8-year window around a large devaluation. The year zero corresponds to the year of the devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. Large devaluation episodes include Argentina (2002), Brazil (1990), Brazil (1993), Dominican Republic (2003), Iceland (2008), Indonesia (1998), Korea (1998), Mexico (1995), Moldova (2015), Ukraine (2009) and Uruguay (2002). Nominally stable recessions include Argentina (1995), Austria (2009), Belgium (2009), Colombia (1999), Denmark (2009), France (2009), Germany (2009), Hungary (2009), Ireland (2009), Italy (2009), Latvia (2010), Luxembourg (2009), Netherlands (2009), Portugal (2009), Portugal (2013), Spain (2009), Spain (2013), Sweden (2009), Switzerland (2009) and the United Kingdom (2009).
Figure A.3 – Macroeconomic Facts After Large Devaluations - No Banking Crisis

Notes: Panels A to E plot (in the following order) the change in the NER, real GDP, inflation, average real labor income and Gini at an annual frequency. All variables are expressed in percentage points and normalized to zero in year -1. The blue solid line shows the average macroeconomic dynamics in a 8-year window around a large devaluation. The year zero corresponds to the year of the devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. Large devaluation episodes include Argentina (2014), Brazil (1999), Brazil (2015), Colombia (2015), Costa Rica (1991), Georgia (1999), Moldova (1999) and Paraguay (2002). Nominally stable recessions include Argentina (2009), Armenia (2009), Bulgaria (2009), Cyprus (2014), Czech Republic (2009), El Salvador (2009), Estonia (2009), Finland (2009), Finland (2014), Georgia (2009), Greece (2013), Honduras (2009), Italy (2014), Lithuania (2009), Mexico (2009), Moldova (2009), Montenegro (2009), Romania (2010), Russia (2009) and Slovenia (2013)
Figure A.4 – Macroeconomic Facts After Large Devaluations - No Defaults

Notes: Panels A to E plot (in the following order) the change in the NER, real GDP, inflation, average real labor income and Gini at an annual frequency. All variables are expressed in percentage points and normalized to zero in year -1. The blue solid line shows the average macroeconomic dynamics in a 8-year window around a large devaluation. The year zero corresponds to the year of the devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. Large devaluation episodes include Brazil (1990), Brazil (1993), Brazil (1999), Colombia (2015), Costa Rica (1991), Georgia (1999), Iceland (2008), Korea (1998), Mexico (1995), Moldova (1999), Moldova (2015), Paraguay (2002) and Ukraine (2009). Nominally stable recessions include Argentina (1995), Argentina (2009), Armenia (2009), Austria (2009), Belgium (2009), Bulgaria (2009), Colombia (1999), Cyprus (2014), Czech Republic (2009), Denmark (2009), El Salvador (2009), Estonia (2009), Finland (2009), Finland (2014), France (2009), Georgia (2009), Germany (2009), Honduras (2009), Hungary (2009), Ireland (2009), Italy (2009), Italy (2014), Latvia (2010), Lithuania (2009), Luxembourg (2009), Mexico (2009), Moldova (2009), Montenegro (2009), Netherlands (2009), Portugal (2009), Portugal (2013), Romania (2010), Russia (2009), Slovenia (2013), Spain (2009), Spain (2013), Sweden (2009), Switzerland (2009) and the United Kingdom (2009)
Figure A.5 – Macroeconomic Facts After Large Devaluations - Income Inequality

Notes: Panels A to E plot (in the following order) the change in the NER, real GDP, inflation, average real labor income and Gini at an annual frequency. All variables are expressed in percentage points and normalized to zero in year -1. The blue solid line shows the average macroeconomic dynamics in a 8-year window around a large devaluation. The year zero corresponds to the year of the devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. Large devaluation episodes include Argentina (2002), Argentina (2014), Brazil (1990), Brazil (1993), Brazil (1999), Brazil (2015), Colombia (2015), Costa Rica (1991), Dominican Republic (2003), Iceland (2008), Korea (1998), Mexico (1995), Paraguay (2002) and Uruguay (2002). Nominally stable recessions include Argentina (1995), Argentina (2009), Austria (2009), Belgium (2009), Bulgaria (2009), Colombia (1999), Cyprus (2014), Czech Republic (2009), Denmark (2009), El Salvador (2009), Estonia (2009), Finland (2009), Finland (2014), France (2009), Germany (2009), Greece (2013), Honduras (2009), Hungary (2009), Ireland (2009), Italy (2009), Italy (2014), Latvia (2010), Lithuania (2009), Luxembourg (2009), Mexico (2009), Netherlands (2009), Portugal (2009), Portugal (2013), Romania (2010), Slovenia (2013), Spain (2009), Spain (2013), Sweden (2009), Switzerland (2009) and the United Kingdom (2009).
Figure A.6 – Macroeconomic Facts After Large Devaluations - No Hyperinflations

Notes: Panels A to E plot (in the following order) the change in the NER, real GDP, inflation, average real labor income and Gini at an annual frequency. All variables are expressed in percentage points and normalized to zero in year -1. The blue solid line shows the average macroeconomic dynamics in a 8-year window around a large devaluation. The year zero corresponds to the year of the devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. Large devaluation episodes include Argentina (2002), Argentina (2014), Brazil (1999), Brazil (2015), Colombia (2015), Costa Rica (1991), Dominican Republic (2003), Iceland (2008), Indonesia (1998), Korea (1998), Mexico (1995), Moldova (1999), Moldova (2015), Paraguay (2002), Ukraine (2009) and Uruguay (2002). Nominally stable recessions include Argentina (2009), Armenia (2009), Austria (2009), Belgium (2009), Bulgaria (2009), Colombia (1999), Cyprus (2014), Czech Republic (2009), Denmark (2009), El Salvador (2009), Estonia (2009), Finland (2009), Finland (2014), France (2009), Georgia (2009), Germany (2009), Greece (2013), Honduras (2009), Hungary (2009), Ireland (2009), Italy (2009), Italy (2014), Latvia (2010), Lithuania (2009), Luxembourg (2009), Mexico (2009), Moldova (2009), Montenegro (2009), Netherlands (2009), Portugal (2009), Portugal (2013), Romania (2010), Russia (2009), Slovenia (2013), Spain (2009), Spain (2013), Sweden (2009), Switzerland (2009) and the United Kingdom (2009)
Figure A.7 – Macroeconomic Facts After Large Devaluations - Short Recessions

Notes: Panels A to E plot (in the following order) the change in the NER, real GDP, inflation, average real labor income and Gini at an annual frequency. All variables are expressed in percentage points and normalized to zero in year -1. The blue solid line shows the average macroeconomic dynamics in a 8-year window around a large devaluation. The year zero corresponds to the year of the devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. Large devaluation episodes include Argentina (2002), Argentina (2014), Brazil (1990), Brazil (1993), Brazil (1999), Brazil (2015), Colombia (2015), Costa Rica (1991), Dominican Republic (2003), Georgia (1999), Iceland (2008), Indonesia (1998), Korea (1998), Mexico (1995), Moldova (1999), Moldova (2015), Paraguay (2002), Ukraine (2009) and Uruguay (2002). Nominally stable recessions include Argentina (1995), Argentina (2009), Armenia (2009), Austria (2009), Belgium (2009), Bulgaria (2009), Colombia (1999), Czech Republic (2009), El Salvador (2009), Finland (2009), France (2009), Georgia (2009), Germany (2009), Honduras (2009), Hungary (2009), Lithuania (2009), Mexico (2009), Moldova (2009), Montenegro (2009), Netherlands (2009), Portugal (2009), Russia (2009), Spain (2009) and Switzerland (2009)
Notes: Panels A to E plot (in the following order) the change in the NER, real GDP, inflation, average real labor income and Gini at an annual frequency. All variables are expressed in percentage points and normalized to zero in year -1. The blue solid line shows the average macroeconomic dynamics in a 8-year window around a large devaluation. The year zero corresponds to the year of the devaluation. The red dotted line plots the same variables for recessions without devaluations. The year zero corresponds to the year with the first drop in GDP. Large devaluation episodes include Argentina (2002), Argentina (2014), Brazil (2015), Colombia (2015), Dominican Republic (2003), Iceland (2008), Moldova (2015), Paraguay (2002), Ukraine (2009) and Uruguay (2002). Nominally stable recessions include Argentina (2009), Armenia (2009), Austria (2009), Belgium (2009), Bulgaria (2009), Cyprus (2014), Czech Republic (2009), Denmark (2009), El Salvador (2009), Estonia (2009), Finland (2009), Finland (2014), France (2009), Georgia (2009), Germany (2009), Greece (2013), Honduras (2009), Hungary (2009), Ireland (2009), Italy (2009), Italy (2014), Latvia (2010), Lithuania (2009), Luxembourg (2009), Mexico (2009), Moldova (2009), Montenegro (2009), Netherlands (2009), Portugal (2009), Portugal (2013), Romania (2010), Russia (2009), Slovenia (2013), Spain (2009), Spain (2013), Sweden (2009), Switzerland (2009) and United Kingdom (2009)
A.3 SIPA: Data Description

Software for sworn statements. By law, all employers in the formal sectors, both private and public, must submit sworn statements providing the information included in workers’ paychecks to SIPA every month. This information is used for tax purposes and to calculate contributions to the social security system made by employees. Figures A.9 to A.11 describe the most important entries of the sworn statement. For more information, the reader should refer to the manual for declaring sworn statements, SICOSS (Aplicativo Sistema de Cálculo de Obligaciones de la Seguridad Social).

Figure A.9 shows the items included in the SICOSS general information form: worker identification number (“CUIL”), legal name and last name (“Apellido y Nombres”), type of contract (“Modalidad de Contratación”), and CBA coverage (“Trabajador en convenio colectivo de trabajo”). Figure A.10 shows the items featured in the labor income components form in SICOSS: basic labor income (“Sueldo”) and additional compensation (“addicionales”). Additional compensation includes extra income from tenure or night work, among others. Finally, Figure A.11 shows tax liabilities and social security contributions.

Figure A.9 – SICOSS: Sworn Statement for General Information

![Figure A.9](image)

Notes: The figure shows the electronic form employers fill out to provide their general information to SIPA.

Figure A.10 – SICOSS: Sworn Statement of Labor Income Components

![Figure A.10](image)

Notes: The figure shows the electronic form employers fill out to report the components of their labor income to SIPA.

SIPA variable description. Table A.5 describes the variables in the SIPA dataset. Workers’ variables include the social security number (Código Único de Identificación Laboral, CUIL), gender, date of
Figure A.11 – SICOSS: Sworn Statement for Tax and Social Security Contribution

Notes: The figure shows the electronic form that calculates tax and social security contributions.

birth, type of contract, and CBA coverage. Type of contract can be used to identify full-time vs. part-time workers, or distinguish between fixed length and permanent contracts.

Firm-specific variables include the tax ID, legal residency, and industry. The firm’s residency is the state in which the firm is legally registered. The firm’s industry is available at the 4-digit ISIC Rev. 3 classification.

The SIPA dataset also includes variables on total labor income and its components for each worker. Total labor income variable is the total nominal income received by the worker before taxes in current pesos. Total labor income is available for the entire sample (i.e., 1994 and 2019), while data on the components of labor income are only available after 2008.

Table A.5 – Variables in SIPA

<table>
<thead>
<tr>
<th>Variable</th>
<th>Years in data</th>
<th>Short description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker’s variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worker identification number</td>
<td>1994-2019</td>
<td>Social Security Number (CUIL)</td>
</tr>
<tr>
<td>Gender</td>
<td>1994-2019</td>
<td></td>
</tr>
<tr>
<td>Date of Birth</td>
<td>1994-2019</td>
<td></td>
</tr>
<tr>
<td>Type of contract</td>
<td>2000-2019</td>
<td>E.g., Full time, part time, temp worker</td>
</tr>
<tr>
<td>CBA coverage</td>
<td>2003-2019</td>
<td>Binary variable</td>
</tr>
<tr>
<td>Firm’s variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm identification number</td>
<td>1994-2019</td>
<td>Tax identification number</td>
</tr>
<tr>
<td>State</td>
<td>1994-2019</td>
<td>State in which the firm is registered</td>
</tr>
<tr>
<td>Industry</td>
<td>1994-2019</td>
<td>4-digits CIU</td>
</tr>
<tr>
<td>Labor income components</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total labor income</td>
<td>1994-2019</td>
<td>Nominal in pesos</td>
</tr>
<tr>
<td>Base salary</td>
<td>2008-2019</td>
<td></td>
</tr>
<tr>
<td>Additional</td>
<td>2008-2019</td>
<td>Additional by tenure, night shifts, etc.</td>
</tr>
<tr>
<td>Extra hours</td>
<td>2008-2019</td>
<td>Additional by presentism, commissions, etc.</td>
</tr>
<tr>
<td>SAC</td>
<td>2008-2019</td>
<td>13th wage</td>
</tr>
<tr>
<td>Vacations</td>
<td>2008-2019</td>
<td></td>
</tr>
<tr>
<td>Bonus for unfavorable area</td>
<td>2008-2019</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The table describes the variables in SIPA, along with the years of coverage in the sample.
Sample construction. Table A.6 describes the sample size used in the analysis. The total number of worker-month observations is 2 billion. The original dataset includes around 8 million workers per year and half a million firms per year.

In the original dataset, around 8% of workers are younger than 25 or older than 65 years, and of those workers, 41% are female. Therefore, 51% of the original sample is male between 25 and 65 years of age.

We drop duplicate observations at the worker-date level for the following reasons. First, for each worker we keep only the highest-paying job in each month. Labor legislation mandates that workers employed in temp agencies be registered in SIPA by both the client firm and the temp agency. Therefore, we drop the former, as it does not contain relevant information on labor income. These duplicate observations account for 2.28% of the original sample.

When we limit our data to the private sector, we keep 39% of the initial sample. The last two filters consist of dropping observations with labor income below half of the monthly adjusted real minimum wage and labor income during the first and last month of a job spell. These filters further drop 4% of the sample. After implementing all of these sample restrictions, we keep 35% of the original sample.

Table A.6 – Data Description: Cleaning Statistics

<table>
<thead>
<tr>
<th>Description</th>
<th>SIPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start date</td>
<td>1994-m7</td>
</tr>
<tr>
<td>End date</td>
<td>2019-m7</td>
</tr>
<tr>
<td>Total number of date-workers observations</td>
<td>2,025,937,636</td>
</tr>
<tr>
<td>Average annual number of workers</td>
<td>7,796,674</td>
</tr>
<tr>
<td>Average annual number of firms</td>
<td>561,538</td>
</tr>
<tr>
<td>Cleaning</td>
<td>Number of Removed Observations</td>
</tr>
<tr>
<td>Total</td>
<td>%</td>
</tr>
<tr>
<td>Age &lt;25 or &gt;65</td>
<td>169,286,588 8.36%</td>
</tr>
<tr>
<td>Female</td>
<td>831,627,970 41.05%</td>
</tr>
<tr>
<td>Temp. workers duplicate observations</td>
<td>1,069,314 0.05%</td>
</tr>
<tr>
<td>Workers date duplicate observations (second job)</td>
<td>45,966,458 2.27%</td>
</tr>
<tr>
<td>Public sector worker</td>
<td>199,466,215 9.84%</td>
</tr>
<tr>
<td>Wage below half minimum wage</td>
<td>13,529,437 0.67%</td>
</tr>
<tr>
<td>First or last observation in an employment spell</td>
<td>64,164,318 3.17%</td>
</tr>
<tr>
<td>Remaining observations</td>
<td>700,827,336 34.59%</td>
</tr>
</tbody>
</table>

Notes: The table describes the size of the original sample, the size of different groups of workers, and the size of the dropped subsets of the sample after applying the sample restriction and filters discussed in Section 2. Percentages are over the original number of observations (i.e., 2 billion observations). Annual averages are calculated from 1995 to 2018.

13th wage. We purge total monthly income of the 13th salary paid in June and December. This extra salary, known as aguinaldo, is mandated by law and equals one-half of the highest wage paid over a semester. Unfortunately, we only observe total income before 2008, which means that we have to calculate each worker’s aguinaldo using the formula that the law establishes. We use the following equation to impute the aguinaldo:

\[
\text{Aguinaldo} = \frac{\sum_{i \in 1:6} I_i}{12} \times \max_{i \in 1:6} y_i, \tag{A.1}
\]

where \( I_i \) is an indicator variable for whether the worker was employed in month \( i \) and \( y_i \) is total income (including bonuses, etc.). For example, according to the formula, a worker employed in the same firm for
the entire semester receives half of the maximum labor income she earned during the semester.

**Sectoral CBA.** The Argentinian union system exhibits a high degree of centralization, by which a single union is given the monopoly power by law to represent workers within a specific industry, a branch of activity, or type of occupation, irrespective of whether the worker is a union member. Unions tend to negotiate the wages of blue-collar workers and the lower ranks of white-collar workers. Furthermore, the union has the power to negotiate collective agreements at different levels of representation, starting from firm-level agreements and extending to industry-wide agreements in which the agreement covers all the workers represented by the union.

Figures A.12 to A.14 show some examples of the original CBA contracts signed by union representatives for some sectors and dates. By law, whenever there is no new negotiation of CBA in a given year, the previous CBA is valid for that year. There are no CBAs between 1996 and 2002 in the sectors that we study. Figure A.12 shows the CBA contracts for the automotive sector in 1994 and 2003. Figure A.13 shows the CBA contracts for freight transport by road sector in 1995 and 2003. Figure A.14 shows the CBA contracts for the retail sector in 2003 and 2005.

**Figure A.12 – CBA examples: Automotive sector in 1994 and 2003**

Notes: This figure shows the original CBAs for the automotive sector in 1994 and 2003.
Figure A.13 – CBA examples: Freight transport sector by road sector in 1995 and 2003

Notes: This figure shows the original CBAs for the freight transport sector by road sector in 1995 and 2003.

Figure A.14 – CBA examples: Retail Sector in 2003 and 2005

Notes: This figure shows the original CBA for the retail sector in 2003 and 2005.
A.4 Comparison with Argentina’s Household Survey for Formal Employment

This section compares the main findings in Section 4 using SIPA data with similar empirical exercises using EPH data.

Data description. The primary household survey in Argentina is the Permanent Household Survey. It covers 31 large urban areas with estimated representativeness of more than 60% of the total population. In any given year, the overall sample size is around 100,000 households, and the average response rate is on the order of 90% (which is similar to the US March Current Population Survey). The questionnaire contains extensive information on labor market participation (e.g., hours worked, labor income, tenure, the industry of occupation) and demographics (e.g., level of education, age). The EPH conducted the survey twice a year from 1995 and 2003 and quarterly from 2004 onward.

The EPH distinguishes between informal and formal employees, which allows us to make almost direct comparisons with the SIPA dataset. This distinction is made using a standard definition of informality proposed by the International Labour Organization. A lack of compliance with labor legislation determines the formal/informal classification. More specifically, we classify any worker as formal (resp. informal) if the employer does pay (resp. does not pay) mandatory social security contributions.

Sample. To compare SIPA and EPH, we follow the same sample selection process. That is, we focus on male workers aged 25-65 who are employed in the formal private sector and earn at least half of the 1996 minimum wage. EPH’s frequency is biannual (i.e., May and October) between 1996 and 2002 and quarterly from 2003 to the present.

General comparison between SIPA and EPH. The main caveats of the EPH with SIPA are: (i) the household survey is less (resp. more) representative of high (resp. low) income earners, since it is top coded, (ii) stock and flows of employment are computed within 6-month periods due to the frequency of the survey, (iii) statistics are noisier due to a much smaller sample size and the presence of measurement error, (iv) the household survey describes after-tax income, while SIPA includes data on pre-tax income, and (v) there is a rotating sample of households, so we cannot follow households for more than one year.

Main facts with EPH. We organize the discussion around the four facts presented in Section 4.

- Average real income: Real labor income in the SIPA dataset closely follows real labor income in the EPH in the periods 1997-2007. Figure A.15 plots the time series of mean log real income in both datasets. The levels are different because the SIPA dataset reports the before-tax income, and the EPH data respondents usually report their after-tax income. For this reason, we normalize the 1996 average income to zero in both datasets.

- Distribution of Income: The main fact reported in Section 4 is a significant heterogeneity in the within-worker speed of recovery of real income across different parts of the distribution. We cannot reproduce this fact in the EPH, since the EPH dataset is a short rotating panel. Nevertheless, we can reproduce the cross-sectional facts. Figure A.16 describes the evolution of the normalized percentiles in the SIPA and EPH data. The compression of the labor income distribution holds across datasets with a main difference: As expected, percentiles in the EPH are much noisier due to the sample size and measurement error.
**Figure A.15** – Average Log Real Income in Argentina: SIPA and EPH

![Graph showing average log real income over time for SIPA and EPH](image)

**Notes:** This figure plots the mean (log) real labor income in EPH and SIPA for male workers aged 25-65 and employed in the private sector. We normalize average labor income in 1996 to zero in the EPH and SIPA. EPH population estimates are obtained using the survey’s expansion factors.

---

**Figure A.16** – Percentiles of labor income: EPH and SIPA

![Graph showing percentiles of log real income over time for SIPA and EPH](image)

**Notes:** The figure plots moments of the monthly real income distribution from January 2000 to December 2006. Panel A (B) plots the percentiles of the log real income distribution ($\times 100$) normalized by the average during 2001 from SIPA (EPH). EPH population estimates use the survey’s expansion factors.
Figure A.17 repeats the histogram in the main text across the EPH and SIPA. As expected, the income distribution in the SIPA data has a longer tail, showing the lack of top-coding in the administrative dataset. Despite this, the distributions of income in the formal sector are quite similar across datasets.

**Figure A.17 – Income Distribution in 2001 and 2006 across EPH and SIPA**

A- Income Distribution in 2001 across EPH and SIPA

B- Income Distribution in 2001 across EPH and SIPA

**Note:** The figure plots the income distribution in SIPA and EPH during 2001 and 2006. Distributions are winsorized using the 95th percentile of the SIPA distribution as the upper bound. Distributions correspond to male workers aged 25-65 and employed in the private sector. EPH population estimates use the survey’s expansion factors.
A.5 Moments of Labor Income Distribution: Comparison with the US

This section describes statistics across the sample period and compares them with the same statistics computed for the US by Guvenen et al. (2014). For this exercise, and this exercise only, we apply the same filters to our data as the ones used in Guvenen et al. (2014), and report statistics at an annual frequency. We construct annual income for male workers by aggregating monthly income of workers satisfying the following criteria: (i) between 25 and 60 years of age, (ii) annual income is larger than a threshold value set following Guvenen et al. (2014) and lower than the 99.999th percentile. To replicate their methodology, we target a minimum wage such that it generates the same log difference between the minimum and the median annual income. Therefore, by construction, we generate the same statistics for the relative minimum annual income.

The standard deviation and percentiles of annual log income between the US and Argentina are close to each other. There is a quantitative difference in the growth rate of annual income, since the P10 and P90 are 10% lower. Table A.7 compares average annual labor income statistics in Argentina and the US. By construction, the only statistic that is equal across datasets is the “Min minus Perc. 50.”

The main fact in Guvenen et al. (2014) is that the skewness of annual income growth is procyclical, while the standard deviation of annual income growth does not present significant fluctuations. We replicate these facts for Argentina. Figures A.18 and A.19 plot the comparison of the same statistics used in Guvenen et al. (2014) to verify these business cycle properties across countries. While the Argentinian labor market is more volatile, as shown by P50-10 and P90-50 (Figure A.18), the reaction to crisis episodes is remarkably similar. This is particularly evident in Figure A.19, in which the skewness of annual income growth follows a similar cyclical pattern.

<table>
<thead>
<tr>
<th>Moments</th>
<th>Argentina</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth Rates</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.59</td>
<td>0.53</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.03</td>
<td>-0.31</td>
</tr>
<tr>
<td>Perc. 10</td>
<td>-38.00</td>
<td>-43.45</td>
</tr>
<tr>
<td>Perc. 50</td>
<td>1.1</td>
<td>2.02</td>
</tr>
<tr>
<td>Perc. 90</td>
<td>57.81</td>
<td>47.43</td>
</tr>
<tr>
<td>Log-Levels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.04</td>
<td>0.91</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.48</td>
<td>0.57</td>
</tr>
<tr>
<td>Min minus Perc. 50</td>
<td>-3.19</td>
<td>-3.24</td>
</tr>
<tr>
<td>Max minus Perc. 50</td>
<td>5.10</td>
<td>5.55</td>
</tr>
<tr>
<td>Perc. 1 minus Perc. 50</td>
<td>-2.91</td>
<td>-2.84</td>
</tr>
<tr>
<td>Perc. 10 minus Perc. 50</td>
<td>-1.58</td>
<td>-1.30</td>
</tr>
<tr>
<td>Perc. 25 minus Perc. 50</td>
<td>-0.62</td>
<td>-0.54</td>
</tr>
<tr>
<td>Perc. 75 minus Perc. 50</td>
<td>0.55</td>
<td>0.44</td>
</tr>
<tr>
<td>Perc. 90 minus Perc. 50</td>
<td>1.07</td>
<td>0.85</td>
</tr>
<tr>
<td>Perc. 99 minus Perc. 50</td>
<td>2.16</td>
<td>1.97</td>
</tr>
</tbody>
</table>

Notes: The table describes the average moments of yearly labor income for working-age males in Argentina and the US. Data for the US are from Guvenen et al. (2014). We set up the minimum annual income each year in Argentina to match the difference between minimum and median income in the US.
Figure A.18 – Moments of Annual Income Growth

Panel A plots the log difference of the 50th and 10th percentiles of the annual income growth distribution for the US and Argentina. Panel B plots the log difference of the 90th and 50th percentiles of the annual income growth distribution for the US and Argentina. Workers in the distribution are formal private male workers aged 25-65. Percentiles are multiplied by 100. The source for US data is Guvenen et al. (2014).
**Figure A.19 – Skewness of Annual Income Growth**

Notes: The figure presents the standard deviation of the annual income growth distribution for workers in the US and Argentina. Workers in the sample are male, aged 25-65 and work in the formal private sector. The source for US data is Guvenen *et al.* (2014).

**Figure A.20 – Standard Deviation of Annual Income Growth**

Notes: The figure presents the standard deviation of the annual income growth distribution for workers in the US and Argentina. Workers in the sample are male, aged 25-65 and work in the formal private sector. The source for US data is Guvenen *et al.* (2014).
B Aggregate Facts after RER Devaluations: Additional Information

This section describes additional macroeconomic and labor market variables to complement our analysis in Section 3.

B.1 Predictability of the Nominal Exchange Rate

In this section, we examine the predictability of 2002 devaluation. For this analysis, we use survey forecast data on nominal exchange rate expectations from a survey of professional forecasters compiled by Consensus Economics.

Founded in 1989, Consensus Economics is the world’s leading international economic survey organization. Each month, they solicit more than 700 economists, banks, and consulting companies for their latest forecasts on a set of macroeconomic variables. The resulting dataset includes the average expectations for the 3-month- and 12-month-ahead nominal exchange rate. Figure B.1 shows the realized nominal exchange rate ($NER_t$), its 3-month-ahead average forecast ($E_{t-3}[NER_t]$), and 12-month-ahead average forecast ($E_{t-12}[NER_t]$). For example, when the date on the x-axis is January 2002, we plot the January 2002 NER, as well as the average forecast for the January 2002 NER made in October 2001 and January 2001. We now analyze each episode.

Figure B.1 – Realized and Expected Nominal Exchange Rates

<table>
<thead>
<tr>
<th>Year</th>
<th>NER (2000m1-2014m12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>1</td>
</tr>
<tr>
<td>2001</td>
<td>4</td>
</tr>
<tr>
<td>2002</td>
<td>6</td>
</tr>
<tr>
<td>2003</td>
<td>5</td>
</tr>
<tr>
<td>2004</td>
<td>3</td>
</tr>
</tbody>
</table>

Notes: The figure shows the nominal exchange rate and its 3- and 12-month-ahead expectations in 2000m1-2004m12. We normalize each variable with the nominal exchange rate at the beginning of the sample.

Devaluation in January 2002. On average, professional forecasters failed to predict the 2002 devaluation. Before the devaluation, the 3-month- and 12-month-ahead forecasts were close to one. Notice that after September 2001, the 12-month-ahead forecast increases by 7%, far below the realized rate. Thus, even if professional forecasters had qualitative awareness of an upcoming increase in the nominal exchange rate, they were largely unable to predict its size.
B.2 Additional Aggregate Variables in Argentina

This section describes additional macroeconomic and labor market variables that were not covered in the main text.

**Figure B.2 – Labor Share in Argentina**

<table>
<thead>
<tr>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
</tr>
<tr>
<td>2002</td>
</tr>
<tr>
<td>2005</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>50</td>
</tr>
</tbody>
</table>

Notes: The figure shows the annual labor share in Argentina from 1997 to 2007. Data were obtained from Feenstra, Inklaar and Timmer (2015) (Penn World Tables 9.1).

**Labor share.** The main text characterizes the dynamics of real labor income across workers with different permanent incomes. We do not characterize any division of revenue between workers and firms, i.e., the labor share during the 2002 devaluation. The labor share falls in Argentina during the 2002 devaluation, implying a redistribution of real income from workers to firms. Figure B.2 shows the labor share in Argentina from 1997 to 2007.

There is a direct relation between average labor income, labor share, and labor income. The labor share (LS) in a country is the average income per worker $\left( \frac{\sum y_i}{n} \right)$ times workers per income $\left( \frac{n}{Y} \right)$:

$$LS = \frac{\sum y_i}{Y} = \frac{\sum y_i}{n} \frac{n}{Y} = \text{average labor income} \times \text{inverse output per worker}. \quad (B.2)$$

In the main text we characterize average income $\frac{\sum y_i}{n}$ for the private sector and show that it decreased significantly following the devaluation. While the average labor income does not completely characterize the labor share, its quantitative magnitude relative to labor productivity provides a clear direction for the labor–share fluctuations in 2002.

**Output per worker.** The main text characterizes the recovery across percentiles of the income distribution. Thus, we compare the relative recovery across different workers. However, we did not analyze the main economic driver of labor income, i.e., labor productivity. Figure B.3 shows quarterly log output per worker in Argentina from 1997 to 2007, the measurable variable most related to labor productivity.

The figure exhibits two patterns. First, output per worker was decreasing considerably in Argentina before the 2002 devaluation (i.e., 10% between 1998-2001), while aggregate labor income is constant or weakly increasing. Second, there is a strong recovery of the output per worker after 2003, as we discuss in the main text.
Figure B.3 – Output per Worker in Argentina

Notes: The figure shows output per worker in Argentina from 1997 to 2007. We compute output per worker as the ratio between real GDP and total employment for the Permanent Household Survey.
C  Mechanism Behind the Fall of Inequality: Additional Results

C.1 Robustness Analysis of Parallel Drop and Pivoting

Figure C.1 – Avg. income growth conditional on average income in 2000-2001 by sector

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period. The figures are split according to the sector of employment in December 2001.
Figure C.1 – Avg. income growth conditional on average income in 2000-2001 by sector

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period. The figures are split according to the sector of employment in December 2001.
Figure C.2 – Avg. income growth conditional on average income in 2000-2001 by age

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period. The figures are split according to the age group in December 2001.
Figure C.3 – Avg. income growth conditional on average income in 2000-2001: Women

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period.

Figure C.4 – Average income growth conditional on average income in 1997-2001

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 1997-2001. The sample is restricted to workers who had at least 6 months of employment during the 1997-2001 period.
Figure C.5 – Avg. income growth conditional on average income in 2000-2001: Full-time workers

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period and to full-time jobs only.

Figure C.6 – Avg. income growth conditional on average income in 2000-2001: Including zero-income workers

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period.
Figure C.7 – Avg. income growth conditional on average income in 2000-2001: Quarterly income

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period. Average income growth is constructed using data on the average monthly income in the last quarter of each year.
Figure C.8 – Decomposition of average income growth conditional on average income in 2000-2001: Workers employed in firms with at least 10 employees

A- Sector Component

B- Firm Component

C- Worker Component

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period. Relative to the baseline analysis, the sample is further restricted to workers who, in December 2001, were employed in firms with an average size (during the 2000-2001 period) of at least 10 employees. Panel A replaces a worker’s labor income with the average labor income in the sector of employment. Panel B replaces a worker’s labor income with the average labor income in the firm of employment net of the sectoral average labor income. Panel C replaces a worker’s labor income with the worker’s labor income net of the firm’s average labor income.
Figure C.9 – Average income growth conditional on average income: 1997 vs 2001

Notes: Panel A (B resp.) plots average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001 (1996-1997 resp.). The sample is restricted to workers who had at least 6 months of employment during the 1996-1997 and 2000-2001 periods.
Here, we control for workers’ pre-devaluation trends in income growth to verify whether our main fact is driven by mean reversion in growth rates. For this exercise, we follow Guvenen et al. (2014). In addition to controlling for age and the pre-devaluation level of income $Y_t$, as we did in our baseline analysis, we add a control for a worker’s income growth 5 years before the devaluation $\Delta Y_t \equiv Y_t - Y_{t-59}$ (where $t$ denotes the month prior to the devaluation). To do this, we sort workers within an age group (25-29, 30-24, . . . , 60-65) by their $Y_t$ and $\Delta Y_t$, separately, and compute 50- and 40- quantile thresholds, respectively. With these thresholds at hand, we categorize workers into groups according to their age, pre-devaluation level of income (indexed by $l$), and pre-devaluation income growth (indexed by $g$). Then, we compute the average income $(y_{l,g}^{t+k})$ for $k \in \{-12, 0, 12, 24, 36, 48\}$ across all workers within each of these 2,000 cells. Finally, we estimate the following equation via OLS:

$$y_{l,g}^{t+k} - y_{l,g}^{t} = \sum_{l=1}^{50} \alpha_l 1_{Y_l} + \sum_{g=1}^{50} \beta_g 1_{\Delta Y_g} + \epsilon_{l,g}^{t+k},$$

where $1_{Y_l}$ is a dummy variable equal to one if the observation belongs to a group of workers in the $l$-th quantile of the pre-devaluation income distribution, and $1_{\Delta Y_g}$ is a dummy variable equal to one if the observation belongs to a group of workers in the $g$-th quantile of the pre-devaluation distribution of income growth. Figure C.10 plots the estimated values of $\alpha_l$ at different horizons as a function of workers’ position in the pre-devaluation income distribution. Controlling for workers’ pre-devaluation income growth does not affect our main fact about the heterogeneous recovery after the 2002 devaluation. Thus, our main fact is not driven by mean reversion in growth rates.24

**Figure C.10 – Avg. income growth conditional on average income in 2000-2001: Controls for past trends**

![Figure C.10](image_url)

Notes: The figure describes average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period. The figure plots the coefficients $\alpha_l$ from an OLS estimation of equation (C.3).

---

24We inspected the estimated values of $\beta_g$ and found evidence of mean reversion in income growth, as in Guvenen et al. (2014). However, we find that this mean reversion has no sizable impact on the main fact documented in the paper.
C.2 Anatomy of the Recovery: A Simple Variance Decomposition

We decompose the overall cross-sectional variance of log real income into between and within components across sectors and firms. Let $y_{ijst}$ be the log real income of worker $i$ employed in firm $j$ in 4-digit sector $s$ in period $t$. This can be rewritten in the following way:

$$ y_{ijst} \equiv \bar{y}_{st} + [\bar{y}_{jst} - \bar{y}_{st}] + [y_{ijst} - \bar{y}_{jst}], $$

where $\bar{y}_{st}$ is the average log real income in sector $s$, and $\bar{y}_{jst}$ is the average log real income in firm $j$ in sector $s$. Then, the variance of $y_{ijst}$ can be decomposed into three components:

$$ \text{var} (y_{ijst}) \equiv \text{var}_s (\bar{y}_{st}) + \sum_s \omega_{st} \text{var}_j [\bar{y}_{jst} | j \in s] + \sum_j \omega_{jt} \text{var} [y_{ijst} | i \in (j, s)], \quad (C.4) $$

where $\omega_{st}$ is the employment share of sector $s$ in the sample and $\omega_{jt}$ is the employment share of firm $j$. The first term captures the between-sector variance of sectoral mean log real income. The second term is the weighted average of the within-sector and between-firm variance of firm average log real income. The last term is the weighted average of the within-sector and within-firm variance of workers’ log real income.

Figure C.11, Panels A and B, plot the results of the decomposition for each month between January 2000 and December 2006. During this period, the cross-sectional variance of log real income decreased by 21.1 log points. Of this total decrease, a decrease of 7.1 log points was due to the between-sector component, a decrease of 7.2 log points was due to the between-firm component, and a decrease of 6.8 log points was due to the within-firm component. That is, each component almost equally accounts for 33% of the decline in labor income inequality.

A natural follow-up question is: How important is the reallocation of workers to explain the between-sector component? To answer this question we compute a further decomposition of the change in the between-sector component in equation (C.4):

$$ \Delta \text{var}_s (\bar{y}_{st}) = \sum_s \omega_{st} \left[ (\bar{y}_{st} - \bar{y}_t)^2 - (\bar{y}_{st-1} - \bar{y}_{t-1})^2 \right] $$

$$ + \sum_s (\omega_{st} - \omega_{st-1}) (\bar{y}_{st-1} - \bar{y}_{t-1})^2. \quad (C.5) $$

Here $\Delta$ denotes the difference operator, i.e., $\Delta y_t = y_t - y_{t-1}$. The first term captures changes in the between-sector component due to changes in sectoral squared deviations from the average labor income. The second term captures the contribution of changes in the weight of each sector. Figure C.11-Panel C plots the results of this decomposition. Of the overall decline in the between-sector component of 6.6 log points, 1.4 log points are accounted for by the reallocation of workers across sectors and 5.2 log points by within-sector changes in the deviations from the average labor income. Thus, only 21% of the decline in the between-sector component is due to the reallocation of workers across sectors.

We repeat a similar exercise for between-firm dispersion and find that the variance across firms’ wages decreases despite the reallocation of workers. We decompose changes in between-firm dispersion in three
terms according to the following identity:

\[
\Delta \sum_s \omega_{st} \text{var}_j [\bar{y}_{jst}]_{j \in s} = \sum_{s,j \in J_{st} \& J_{st-1}} \omega_{st} \omega_{jst} \left[ (\bar{y}_{jst} - \bar{y}_{st})^2 - (\bar{y}_{jst-1} - \bar{y}_{st-1})^2 \right] \left( \sum_{s,j \in J_{st} \& J_{st-1}} [\omega_{st} \omega_{jst} - \omega_{st-1} \omega_{jst-1}] (\bar{y}_{jst} - \bar{y}_{st})^2 \right) \\
+ \sum_{s,j \in J_{st} \& J_{st-1}} \omega_{st} \omega_{jst} (\bar{y}_{jst} - \bar{y}_{st})^2 - \sum_{s,j \in J_{st-1} / J_{st}} \omega_{st} \omega_{jst} (\bar{y}_{jst} - \bar{y}_{st})^2.
\]

(C.6)

Here \( J_{st} \) denotes the set of firms in sector \( s \) at time \( t \). The first two terms have the same economic interpretation as in the decomposition of the between-sector component. The third term measures the change in the variance due to the entry and exit of firms. Figure C.11-Panel D plots the decomposition in equation (C.6). The variance increases due to changes in the weights of each firm and net entry. The overall increment is of around 0.3 log points. The increase in the variance across firms’ mean labor income due to the reallocation of workers between survival and new firms is overshadowed by the decline in the dispersion of mean labor income across firms. Therefore, the variance across firms’ wages decreases despite the reallocation of workers between survival and new firms.
Figure C.11 – Variance decomposition across sectors, firms, and workers

Notes: The figure plots the total variance and its decomposition according to (C.4) from January of 2000 to December of 2006. The sector component is \( \text{var}_s[\bar{y}_{st}] \), where \( \bar{y}_{st} \) is the average income at sector \( s \) defined at 4-digit SIC level. The firm component is \( \sum_s \omega_{st}\text{var}_s[\bar{y}_{jst}] \), where \( \bar{y}_{jst} \) is the average income at firm \( j \) in sector \( s \) and \( \omega_{st} \) is its workers’ share. The worker component is \( \sum_j \omega_{jt}\text{var}_j[\bar{y}_{ijst}] \), where \( \bar{y}_{ijst} \) is the labor income of worker \( i \) at firm \( j \) in sector \( s \) and \( \omega_{jt} \) is the firm’s \( j \) workers share.
C.3 Economic Mechanism II: Heterogeneous Income Floors

This section presents additional statistics on the role of unions in Argentina’s labor market to complement our analysis in Section 5.

Here we discuss the roles played by unions in contributing to the compression of the income distribution from below. The Argentinian union system is characterized by a high degree of centralization, by which a single union is given the monopoly power by law to represent workers within a specific industry, branch of activity, or type of occupation, irrespective of whether the worker is an union member. Unions tend to negotiate the wages of blue-collar workers and the lower ranks of white-collar workers. Thus, the wages of employees in administrative and managerial jobs are usually not covered by union collective bargaining, and are more subject to competitive forces.

Some of the most impressive evidence for the effects of unionization on the compression of the income distribution is presented in Panel A of Figure C.12, which shows the number of contracts negotiated by unions and firms in 12 sectors between 1996 and 2008. The figure distinguishes between contracts signed between a union and a single firm and those signed between a union and representatives of the entire industry.\(^{25}\) The general pattern that emerges across sectors is that in the years that led to the recession, the overall collective bargaining process was rather weak. This explains the relatively constant average wage of formal workers during the recession period.\(^{26}\) However, after the increase in inflation brought about by the 2002 devaluation, there is a rapid increase in the number of contracts renegotiated. The second piece of suggestive evidence concerns which workers are more likely to benefit from the renegotiation of collective bargaining agreements.

**Figure C.12 – Number of Contracts Negotiated by Unions**

Notes: The figure shows the number of contracts negotiated by unions per month for a subset of industries.

\(^{25}\)The source of these data are the original documents signed by the parties in each collective bargaining contract approved by the Argentinian Ministry of Labor. The sample of contracts includes only contracts that modified the scale of basic wages of workers.

\(^{26}\)Before 2002, the Argentinian law allowed expired contracts to remain valid until a new contract was signed by the union and the firms. The result of this law was that during the 1990s a large proportion of the wages remained determined by contracts negotiated at the beginning of the decade that weren’t renegotiated after their expiration.
Figure C.13 – Normalized labor income by union coverage and labor income in CBAs

Panel A: Retail Trade
Panel B: Construction
Panel C: Manufacture of Motor Vehicles
Panel D: Freight Transport by Road
Panel E: Mechanics

Notes: Panels A to E plot the average labor income across occupations in the CBAs and the average labor income of workers covered and not covered by unions. A worker belongs to the group “Covered” if she is unionized in June 2003. A worker belongs to the group “Covered & Range” if she is unionized in June 2003 and her income is between the lowest and highest incomes across occupations in the CBA in October 2002. A worker belongs to the group “Not Covered” if she is not unionized in June 2003.
D Additional Mechanisms and Robustness: Additional Results

D.1 Sectoral Trade Exposure

This section presents additional statistics on the role of trade in Argentina’s labor market to complement our analysis in Section 6.

Time series of tradable and nontradable sectors. The main text characterizes the distributional impact of trade in Figure 12. Here, we present a time series analysis of tradable and non-tradeable sectors to show the reallocation of labor and longer trends of sectoral labor income.

Figure D.1 plots the average real labor income across sectors, normalized by the average income in the nontradable sector in 1996. We can see two clear patterns around the 2002 devaluation. First, there is no pre-devaluation gap across sectors during both the expansion and the recession. If there is any trend, this trend shows a faster decline in tradable sector labor income relative to nontradable. Second, after the 2002 devaluation there is a positive gap between average labor income in the tradable and non-tradable sectors that reached a magnitude of 10% in 2005. The surprising fact in the data is that this gap persists until 2010 (8 years after the 2002 devaluation). In conclusion, there is a significant difference in labor income dynamics across the tradable and nontradable sectors that qualitatively follows the predicted increase in revenue in tradable sectors relative to the nontradable.

Figure D.1 – Labor income by sector

Notes: The figure shows monthly average (log) real income from 1997 third quarter to 2010 second quarter for the tradable and nontradable sectors. The variables are seasonally adjusted and normalized by the average income in 1996 in nontradable sectors. Recession periods are in gray and monthly devaluations larger than 10% are in dotted black lines.

It is a well-known fact in the literature on structural change that there is a world-wide secular decline in employment in the tradable sector (see Buera and Kaboski (2012)). Argentina is not an exception. Figure D.2-Panel A shows the share of tradable employment from 1997 to 2007. This share declined from 40% to 36% over 10 years, with an average decline of 0.33% per year. Within the context of a low-frequency reallocation of labor as part of structural change, we find a small reallocation of labor toward the tradable sector after large devaluations. During 2002, when the currency devalued by 100 log-points, the share of tradable employment increased by only 1%.
Notes: Panels A and B show the employment share in the tradable sector and the (log) total employment in the tradable and nontradable sectors, respectively. Total employment across sectors is normalized to zero in December 2001. Recession periods are in gray and monthly devaluations larger than 10% are in dotted black lines.

Given the timing of the origination of the permanent gap between sectoral income, we want to understand whether the workers driving this gap are in the bottom or the top of the distribution, or whether it is uniform across the distribution. Figure D.3 answers these questions. Figure D.3 shows, in Panels A and B, the normalized percentiles of the income distribution in each sector, and Panels C and D the interquartile range and the standard deviation.

The first pattern we see in Figure D.3 is the lack of dynamics in the income distribution across percentiles in each sector before the devaluation. Thus, the interquartile range and the standard deviation are constant before 2002. These facts do not imply that the income distributions are equal across sectors. The interquartile range and the standard deviation are larger in the tradable sector, implying a larger dispersion coming from the top of the distribution.

The second pattern is easier to visually appreciate five years after the devaluation. All of the percentiles of the income distribution in the tradable sector are larger than the percentiles in the nontradable sector. Thus, differences across the entire distribution are responsible for the observed gap in relative real income in tradable relative to nontradable sectors.
Figure D.3 – Percentiles of real labor income distribution by sector

A- Non-tradable (normalized percentiles)

B- Tradable (normalized percentiles)

C- Interquartile range (T-NT)

D- Standard Deviation (T-NT)

**Notes:** The figure depicts statistics for monthly real income from January 2000 to December 2006. Panel A (B resp.) describes the percentiles in the NT (T resp.) sector of the log income distribution (× 100) normalized by the average during 2001. We use NT (T resp.) to denote the nontradable (tradable resp.) sector. We use $P_x$ to the x percentile of the distribution. Panels B and C describe the interquartile range ($P_{75} - P_{25}$) and Kelley’s skewness ($\frac{P_{90} + P_{10} - 2P_{50}}{P_{90} - P_{10}}$) for the same time period across sectors.

**Sectoral trade exposure at input-output matrix level.** We analyze the determinants of income differences across sectors at a more disaggregated level. Here, the sectors are defined at input-output matrix level, close to a 3-digit SIC classification. More specifically, we reproduce the analysis in Section 6 in two steps. First, we linearly project sectoral labor income growth with RER and its interaction with trade exposure. Second, we use the predicted values to reconstruct average income growth conditional on trade exposure.

Our goal for this analysis is to estimate how sectoral income changes correlate with the RER in response to differences in trade exposure. The usual concern with this type of analysis is that these variables are not exogenous. To alleviate such concerns, we estimate the following equation:

$$\Delta \text{outcome}_{st} = \alpha_s + \beta_t + \phi \Delta RER_t \times \text{Ind. Import Share}_{s1997} + \gamma \Delta RER_t \times \text{Ind. Export Share}_{s1997} + \delta \Delta RER_t \times \text{Import Penetration}_{s1997} + \varepsilon_{st},$$

(D.7)
where $\Delta \text{outcome}_{st}$ is the annual change in some outcome variable in sector $s$ at time $t$ (e.g., labor income growth), $\Delta \text{RER}_t$ is the annual change in the real exchange rate, and $\theta_s$ and $\beta_t$ are sector and time fixed effects, respectively. The variables of interest are the interactions between the RER with Imp. Share$_s$, Exp. Share$_s$, and Imp Penetration$_s$. The indirect import share and the export share are the indirect share of imported intermediate over total inputs and the indirect export share in sector $s$ over total production from the National Input-Output Matrix in 1997, which are predetermined relative to the sample (see Frías, Kaplan and Verhoogen, 2009, for a similar approach). Import penetration is total imports over output minus trade balance.

The coefficients of the interaction terms $\phi$, $\gamma$, and $\delta$ capture the effect of changes in relative prices due to fluctuation in RER on labor income. Under the assumption that sectoral labor income is proportional to sectoral revenue, theory predicts a positive coefficient for exporting sectors and those with high import penetration, and negative for sectors relying on imported intermediate inputs.

### Table D.1 – Sectoral Effects of a Devaluation

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Growth average income</td>
<td>Average income growth</td>
</tr>
<tr>
<td>$\Delta \text{RER}_t \times IS$</td>
<td>-0.174***</td>
<td>-0.188***</td>
</tr>
<tr>
<td></td>
<td>(0.032)</td>
<td>(0.032)</td>
</tr>
<tr>
<td>$\Delta \text{RER}_t \times ES$</td>
<td>0.240***</td>
<td>0.292***</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.018)</td>
</tr>
<tr>
<td>$\Delta \text{RER}_t \times IP$</td>
<td>0.029**</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>$N$</td>
<td>12091</td>
<td>12091</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.735</td>
<td>0.792</td>
</tr>
</tbody>
</table>

Notes: The dependent variables are the average of within-worker income annual growth by sector and the annual growth rate of average sectoral income. The independent variables include the interaction of the annual change in the RER with the export share by industry, the share of imported intermediate inputs and import penetration, and time and industry fixed effects. The estimation method used in all columns is OLS. *, **, and *** represent statistical significance at the 10%, 5%, and 1% level, respectively.

There is a heterogeneous correlation of sectoral labor income with RER as a function of sectoral trade exposure. Results are shown in Table D.1. In the first and second columns, the outcome variables are the average income growth and the growth rate of average sectoral income. To interpret the coefficient, remember that labor income decreases with RER as we explain in the main text. While income in exporting sectors and sectors with high import penetration falls by less after a devaluation, income in importing sectors falls by more. This pattern across sectors is consistent with the theories described above. The estimated elasticities obtained for the growth rate of average income are larger than the ones obtained for average income growth in the sector. Since the latter is computed using within-worker income growth—thus, controlling for any time-invariant worker characteristics—the difference suggests the presence of compositional effects.

There is a strong correlation between the RER and sectoral labor income as a function of trade exposure at the 3-digit SIC level. Figure D.4 shows the three-year sectoral labor income growth rate at the input-output matrix level and their predictions with the projection estimated in equation (D.7). As the figure shows, the simple linear prediction with only one coefficient interacted with RER estimated in the whole sample has a good fit during the 2002 devaluation. It can generate 35% of the entire variation with an elasticity of 0.19.

The solid (resp. dotted) lines in Figure D.5 show the average sectoral labor income growth rate (resp. average predicted sectoral labor income growth rate) by percentiles of income, aggregated from an input-output matrix sector definition level. By construction, this figure captures the aggregate average increase in labor income at around a 3-digit SIC classification and its correlation with trade exposure. As the figure
Figure D.4 – Sample and predicted three-year sectoral income growth

Notes: The figure shows real income growth over three years from December 2000 to December 2003 on the x-axis and the predicted real income growth from the projection (D.7). Each blue circle shows the sample size in number of workers. The red line shows the linear projection between the predicted sectoral growth rate and the sample growth rate.

shows, the predicted value of (D.7) does not present almost any heterogeneous sectoral labor income growth. Therefore, our conclusion on the role of trade in the heterogeneous recovery of labor incomes holds at a narrow level of disaggregation.

Figure D.5 – Average conditional income growth for sample and predicted sectoral labor income growth

Notes: The figure plots average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The solid lines show average sectoral income growth, aggregated from a input-output-level sectoral classification. The dotted lines show predicted average sectoral income growth, aggregated from a input-output-level sectoral classification from the estimates in equation (D.7). The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period.
D.2 Changes in Labor Income Risk

This section presents additional statistics about the distribution of income changes to complement our analysis in Section 6.

Figure D.6 – Moments of the Distribution of Labor Income Growth

Notes: Panels A and B plot the average and standard deviation of year-over-year income growth from 1997 first quarter to 2007 first quarter.

D.3 Changes in the Minimum Wage

Like most countries, Argentina has a minimum wage policy. Given the instability of prices, the length of the period of analysis, and changes of the nominal minimum wage, the real value of the minimum wage may
not have been constant over time. The objective of this subsection is to track this real value and show how binding it is at each point in time.

Panel A of Figure D.7 plots different percentiles of the income distribution over time. In all cases, income is measured in real terms and in log points. We also compute the real value of the monthly minimum wage and, as we can see, excluding the last part of 2005, it is always lower than the 10th percentile of the income distribution. Thus, the minimum wage does not seem to be binding for most of the actual income distribution. Panel B of Figure D.7 normalizes percentiles and the minimum wage in order to track their evolution more easily. Although they move in the same direction most of the time (i.e., the real value of minimum wage increases/decreases when percentiles are increasing/decreasing), we see that the minimum wage increases faster after 2003. This is consistent with a series of adjustments in the nominal minimum wage made in that period.

**Figure D.7 – The role of the minimum wage: 2002 Percentiles**

Notes: The figure shows percentiles of the monthly real income and the real minimum wage. Panel A shows the level and Panel B the normalized levels. Percentiles 1, 10, 25 and the median are included to facilitate the comparison with the real wage distribution in each period.
D.4 Changes in Hours versus Hourly Wages

A key question about our main facts is whether they are driven by changes in hourly wages or changes in hours of work. For example, if high income earners work less after devaluations, then the cyclicality of the first moment of the distribution of labor income could be driven by the cyclicality of hours. Here, we show that this is not the case. To show this, we need data on hours of work for each worker. But since our main dataset does not include this information, we rely on data on hours of work from the national labor force survey and information on the worker’s type of contract (full time vs part time) from our main dataset. Across the different exercises we performed, we do not find a significant variation in hours that could explain the main facts in Section 4.

- **Total hours and distribution of hours by income:** Total monthly income in a job can be divided into hours of work and wage per hour. If $y_{it}$ denotes the log-real income, then

$$y_{it} = \log(4) + \log(h_{it}) + \log(w_{it}),$$

where $h_{it}$ denotes hours per week and $w_{it}$ denotes wage per hour. Figures D.8 and D.9 show average hours per week across workers and by quintiles of the distribution of income in the private formal sector. Total hours drop by at most 2% after the 2002 devaluation. Given that real labor income drops by 28%, we conclude that changes in hours cannot quantitatively explain the facts reported in Section 4. Additionally, we do not find statistically significant differences in average hours worked above the 1st quintile of the income distribution or changes in the hours of work across quintiles. For the 1st quintile, there is a temporary decrease, which reverts in one quarter. Therefore, we conclude that changes in hours cannot explain the decrease in inequality.

- **The distribution of hourly wages:** Figure D.10 plots the evolution of percentiles of the distribution of log real hourly wages constructed from the national labor force survey based on equation (D.8). Overall, the dynamics of the distribution of hourly wages resemble the dynamics of the distribution of monthly income (see Panel B-Figure A.16). Before the devaluation, all percentiles are almost constant. After the devaluation, there is an homogeneous drop in real hourly wages followed by a heterogeneous recovery, in which higher percentiles recover at a slower speed.

- **Facts across types of contract:** We use data from SIPA on the worker’s type of contract as an additional control for differences in hours of work. We divide workers into two groups: full time and part time. The full-time group includes workers with and without a termination date specified in their contracts. The part-time group includes seasonal workers, trainees, and temporary workers. In order to be overly cautious, we also include in this group all workers in the agriculture, mining, fishing, and construction sectors due to the sectors’ intermittent working periods. Figure D.11 plots the evolution of average income for full- and part-time workers. As we can see in this figure, the levels across groups are different, but their cyclical components are similar. Figure D.12 plots the normalized percentiles and two measures of dispersion of the income distribution by type of contract. As we can see, there are no systematic differences across the two groups of workers (perhaps with the exception of the 10th percentile of part-time workers, which recovers at a slower pace). We conclude that our facts are mainly driven by changes in hourly wages and not hours.
Figure D.8 – Average Hours in the Private Formal Sector

Notes: The figure plots the average hours of work in the primary occupation from January 2000 to December 2006 for male workers aged 25-65 employed in the private formal sector.

Figure D.9 – Average Hours in the Private Formal Sector by Income Quintiles

Notes: The figure plots the average hours of work from January 2000 to December 2006 by income quintile in the primary occupation for male workers aged 25-65 employed in the private formal sector.
Figure D.10 – Percentiles of the Distribution of Hourly Wages

Notes: The figure plots the percentiles of the log real hourly wage distribution (× 100) from January 2000 to December 2006 normalized by their average during 2001. The sample includes male workers aged 25-65 employed in the private formal sector. We use $P_x$ to denote the $x$-th percentile of the distribution.

Figure D.11 – Average Real Labor Income: Full-Time vs Part-Time

Notes: The figure shows monthly average (log) real income from 2000 to 2006 of part-time and full-time workers by type of contract. The variable is seasonally adjusted. Recession periods are in gray and monthly devaluations larger than 10% are in dotted black lines.
Figure D.12 – Moments of the Distribution of Labor Income: Full-Time vs Part-Time

Notes: The figure shows statistics for the monthly real income from January 2000 to December 2006. Panel A (B resp.) plots the percentiles of the log income distribution (× 100) normalized by their average during 2001 for full-time workers (part-time workers resp.). We use $P_x$ to the $x$-th percentile of the distribution. Panels C and D plot the interquartile range ($P_{75} - P_{25}$) and the standard deviation for the same time period.
D.5 Worker-specific Inflation

Households across the income distribution consume different mixes of goods. Cravino and Levchenko (2017) document this fact for Mexico after the 1994 devaluation. They distinguish between across and within effects. The first is due to poorer households consuming a higher share of tradable products, which experience a rise in relative price after devaluations. The second comes from richer households consuming more expensive goods within categories, which do not increase their price as much. They find that two years after the devaluation, the poorest households experienced an inflation rate that was between 34 and 41 percentage points higher than the richest ones. If these findings also apply in Argentina, this differential in inflation rates could explain income in the bottom of the distribution rising more to compensate for this gap in worker-specific inflation rates. Next, we provide evidence that this is highly unlikely.

To construct worker-specific price indexes, we use Argentina’s National Survey of Household Expenditures (Encuesta Nacional de Gasto de los Hogares–ENGH) to compute expenditure shares of households with heads who were employed, male, and between 25 and 65 years old. We use micro-data from the survey conducted in 1996, the closest to the 2002 devaluation. Although the survey allows us to compute shares for fairly specific categories, price data for such categories are not available at the same level of disaggregation. Hence, we focus on 9 broad categories: Food and Beverages, Clothing, Housing, Housing Upkeep, Health, Transportation, Education, Leisure, and Other.\footnote{Cravino and Levchenko (2017) report the across results for 1-digit and 9-digit classifications of expenditures. While the magnitudes differ according to the level of disaggregation, they show that the 1-digit effect (the same we compute) remains a good approximation of the 9-digit effect.} We then build worker-specific price indices using the weights that correspond to household $h$ according to

$$p_t^h = \sum_g \omega^h_g p_{gt},$$

(D.9)

where $g$ denotes the good category, $\omega^h_g$ is the share of household’s $h$ expenditure in good category $g$ (computed from the expenditure survey in 1996), and $p_{gt}$ is the price index of good $g$ in month $t$ (obtained from national statistics). These price indices allow us to compute an upper bound of the inflation rates experienced by different types of households, since households can substitute their demands toward goods that experience a lower price increase after a devaluation.

Figure D.13 plots the average change in prices relative to December 2001 conditional on the position in the income distribution. While the curves are not constant, the negative slope is not significant in magnitude, showing that this differential in inflation rates was not as big in this episode. Figure D.14 plots the equivalent of Figure 6 using income-bin-specific inflation rates from Figure D.13 to compute real income growth. It is easy to see that the main results are unchanged when taking differences in inflation rates across workers into account.\footnote{While the broad definition of expenditure categories does not allow us to estimate the within effect, as in Cravino and Levchenko (2017), the difference in growth rates of income across workers is so significant that it should be robust to the expected magnitude of this effect. Cravino and Levchenko (2017) report that as a result of the 1994 Mexican devaluation, absent any changes in nominal income, real income fell about 50% in poor households as opposed to a 40% decline in richer households. Under this scenario, our main results would still hold.}
Figure D.13 – Inflation with respect to 2001 across the income distribution

Notes: The figure plots the log change in prices faced by households conditional on their position in the income distribution.

Figure D.14 – Average income growth conditional on average income in 2000-2001: Income-specific inflation rates

Notes: The figure plots average income growth conditional on the percentile of the distribution of average monthly real income during 2000-2001. The sample is restricted to workers who had at least 6 months of employment during the 2000-2001 period. Income-specific inflation was subtracted from nominal wage growth to construct real wage growth.
D.6 The Informal Labor Market

The purpose of this section is to provide a broad picture of the informal sector. Like in many other developing economies, the Argentine informal sector is qualitatively and quantitative important, but the SIPA database only includes information about the formal sector. As we will see, the formal and informal sectors have similar trends and our main aggregate findings are also valid for the informal sector.

Panel A of Figure D.15 presents the number of formal and informal workers obtained from the labor force survey (EPH) and also the number of formal workers registered in the SIPA database. The number of formal workers we obtain from the EPH is systematically lower than its SIPA’s counterpart. This is because the EPH only covers urban areas. Despite this difference in levels, we see that their evolution is similar. In contrast, the number of informal workers has remained approximately constant over the period under analysis. In turn, panel B of Figure D.15 plots the share of formal workers from the EPH. As we would expect, this share increases after 2003, since the number of formal workers increased then, but the number of informal workers remained about the same. After 2009, this share remains more or less stable over time at a level of 75%, showing the importance of the informal sector in the Argentine economy.

The evolution of real income in both sectors is presented in Figure D.16. As one might expect, the direction of changes in real income in a given period is more associated with aggregate conditions and less with formal/informal status. As we can see in the figure, the evolution of real income over time is quite similar across groups of workers, and trajectories differ mostly in levels. Big drops in real income, regardless of the formality status, are preceded by an episode of a devaluation.

Finally, Figure D.17 compares the evolution of percentiles of the income distribution for the two sectors. Panel A plots the percentiles for the formal sector and shows the previously discussed fall after the 2002 devaluation, with the associated slower recovery of the right tail of the distribution. The general pattern is similar in the informal sector, as can be seen in panel B of Figure D.17, with one exception: When analyzing the speed of recovery, there is no difference across percentiles.

These patterns are consistent with the fact that unions, which are present only in the formal sector and do not cover the right tail of the distribution, explain a faster recovery of real incomes. In addition, if the decline in the informality rate is associated with transitions from the informal to the formal sector (which on average pays higher wages), labor mobility plays an additional role in compressing the overall income distribution.
Figure D.15 – Number of Formal and Informal Workers in Argentina: SIPA and EPH

Notes: The figure compares the populations in SIPA and EPH. Panel A plots the number of private male workers aged 25-65 in SIPA and EPH, where EPH population estimates were obtained using the survey’s expansion factors. Panel B plots the share of formal workers in EPH. Recession periods are in gray and monthly devaluations larger than 10% are in dotted black lines.
**Figure D.16** – Average Log Real Earnings in Argentina: Formal vs. Informal

![Graph showing average log real earnings in Argentina: Formal vs. Informal](image)

*Notes:* The figure plots the mean (log) real wages in EPH for male workers aged 26-65 employed in the formal and informal sectors. EPH population estimates are obtained using the survey’s expansion factors. Trajectories are normalized to their values before the 2002 devaluation.

**Figure D.17** – Percentiles of Labor Income: Formal vs Informal Sectors

![Graph showing percentiles of labor income in Argentina: Formal vs Informal](image)

*Notes:* The figure plots moments of the monthly real income distribution from January 2000 to December 2006 in the national labor force survey. Panel A (B resp.) plots the percentiles of the log income distribution ($\times 100$) in the formal (informal resp.) sector normalized by the average during 2001. EPH population estimates are obtained using the survey’s expansion factors.