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Abstract

This paper studies the nature and implications of firm wage-setting conduct on a large
online job board for full-time U.S. tech workers. Utilizing granular data on the choice sets
and decisions of firms and job seekers, we first develop and implement a novel estimator of
worker preferences that accounts for both the vertical and horizontal differentiation of firms.
The average worker is willing to pay 14% of their salary for a standard deviation increase
in firm amenities. However, at the average firm, the standard deviation of valuations of
that firm’s amenities across coworkers is also equivalent to 14% of their salaries, indicating
that preferences are not well-described by a single ranking of firms. Following the modern
Industrial Organization literature, we use our labor supply estimates to compute the wage
markdowns implied by a series of models of firm conduct that vary in the degree to which
worker preference heterogeneity gives rise to market power. We then formulate a testing pro-
cedure that can discriminate between these models. Oligopsonistic models of wage setting
are rejected in favor of monopsonistic models exhibiting near uniform markdowns of roughly
18%. Relative to a competitive benchmark, imperfect competition substantially exacerbates
gender gaps in both wages and welfare. However, blinding employers to the gender of can-
didates would have negligible effects on wage inequality.
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1 Introduction

How should economists interpret the empirical regularity that observably similar workers often
receive markedly different wages across firms (Card et al., 2018)? A large literature has ex-
plored a variety of factors that can explain this heterogeneity: productivity (Abowd et al., 1999;
Gibbons et al., 2005; Faggio et al., 2010; Dunne et al., 2004; Barth et al., 2016), compensating
differentials (Rosen, 1986; Hamermesh, 1999; Pierce, 2001; Mas and Pallais, 2017a; Wiswall and
Zafar, 2018; Taber and Vejlin, 2020; Sorkin, 2018), and, more recently, imperfect competition
(Manning, 2011; Lamadon et al., 2022; Berger et al., 2017; Jarosch et al., 2021). Because most
studies of the relative contributions of each of these factors use data on equilibrium matches,
they generally rely on strong assumptions about the nature of the process by which workers
and firms meet and by which wages are formed. For instance, a form of random matching is
often assumed: given a set of equilibrium wages, workers have no control over the vacancies they
are matched up with. An assumption of this kind is necessary when the menu of jobs work-
ers choose from (their “choice set”) is not measured, but instead must be inferred. However,
erroneous inference of these choice sets can introduce substantial bias (Barseghyan et al., 2021).

A particularly important assumption for any analysis of equilibrium wage dispersion regards
the nature of firm wage-setting conduct: how firms determine which workers to hire, and how
much to pay them. Despite the recent surge in interest in imperfect competition, little attention
has been paid to testing which of the many possible models of conduct best describes firms’
observed behavior. Typically, existing analyses either propose a reduced-form test of a particular
imperfect-competition alternative relative to a perfect-competition null, or simply assume a
single form of firm conduct. In practice, this means that prior studies make untested assumptions
about key aspects of firm behavior, like whether firms behave strategically or the extent to
which firms know workers’ preferences. These assumptions then become key ingredients in the
estimation of the size of markdowns and the distribution of welfare. Yet, different modes of
conduct imply markedly different conclusions about the sources of wage dispersion and the
extent of firms’ market power. For example, models with strategic interactions predict more
substantial markdowns at larger firms, implying that observed firm size-wage gradients are
indicative of even steeper gradients in unobserved productivity. In contrast, models without
strategic interactions need not imply differential markdowns by firm size, ceteris paribus (Boal
and Ransom, 1997). More broadly, erroneous assumptions about the form of conduct can lead
to severely biased inferences about welfare and efficiency (Berger et al., 2017).

This paper provides direct evidence about the nature of firms’ wage-setting behavior by
developing a testing procedure to adjudicate between non-nested models of conduct in the labor
market. In particular, we focus on two sets of alternatives relevant to ongoing debates in the
labor literature: first, whether firms compete strategically (Berger et al., 2017; Jarosch et al.,
2021), and second, whether firms tailor wage offers to workers’ outside options (Caldwell and
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by using detailed information from a large, high-stakes online job board on the choice sets and
decisions of candidates and firms. On the platform, workers do not directly apply to jobs—
rather, firms looking to fill vacancies submit “bids” on workers. Each bid must include an
initial indication of the salary the firm is willing to pay (hereafter “the bid salary”), as well
as a description of the job they are trying to fill, both of which may be individually tailored
to each candidate. Because candidates can only enter the recruitment process at firms that
bid on them, we are able to measure the full set of options they choose from. And, since the
platform records whether candidates accept or reject firms’ initial bids, we can cleanly infer
candidates’ revealed preferences over firms. Further, our data on bids reveal detailed variation
in firms’ willingness to pay for candidates that extends beyond just those the firm ultimately
hires. These features of the data allow us to disentangle workers’ selection into firms (labor
supply) from firms’ preference over workers (labor demand).

Armed with these data, our paper develops and implements a new framework for analyzing
worker preferences over firms and the wage-setting conduct of those firms. In a first step,
we propose a novel method for estimating the amenity values candidates associate with firms.
Because we fully observe candidates’ choice sets, we can cleanly infer a partial ordering of options
for every candidate—our estimator ranks firms by aggregating those revealed preferences. The
logic of our estimator is recursive, like that of Sorkin (2018), in that the estimated amenity
value of any firm depends on the estimated amenity values of the firms it was revealed-preferred
to: conditional on the bid salary, firms that offer good amenities will be revealed-preferred
to other firms that offer good amenities. Importantly, our estimator flexibly models both the
vertical differentiation (between-firm differences in amenity values common to all candidates) and
horizontal differentiation (within-firm differences in amenity values across candidates) of firms.
In contrast to existing estimates of amenity values, we neither assume that all candidates share
the same (mean) ranking of amenities, nor that candidates’ (mean) rankings are a deterministic
function of their demographics. Instead, we describe candidates’ preferences as a mixture over
types, each with a unique mean ranking of firms, where the distribution of types can depend
upon candidate characteristics. Our estimator incorporates another unique feature of our data:
candidates must publicly list the salary they wish to make at their next job (what we call the ask
salary). To match reduced form evidence from both our setting and similar settings (e.g. Hall
and Mueller, 2018), we model preferences as reference-dependent: the labor supply function is
kinked at the ask salary, which is analogous to an older tradition in 10 where firms conjecture
kinked product demand curves (Sweezy, 1939; Bhaskar et al., 1991; Camerer et al., 1997; Farber,
2015).

Next, we propose a general blueprint for analyzing labor demand that allows us to adjudicate
between many non-nested models of firm wage-setting conduct. The fundamental intuition of
our test is that if labor supply can be identified in a first step, applying an assumption about firm
conduct immediately reveals implied equilibrium markdowns and therefore firms’ valuations of

candidates’ labor (or, interchangeably, candidates’ productivity) (see e.g. Berry and Haile, 2014).



Model-implied estimates of the valuations can then be used to test between modes of conduct via
exclusion restrictions: instrumental variables that are excluded from the determinants of labor
productivity should not be correlated with model-implied valuations. The logic of our procedure
builds on the modern Industrial Organization literature studying product markets, beginning
with Bresnahan (1987) and recently reviewed by Gandhi and Nevo (2021). Importantly, this
empirical strategy avoids the endogeneity issues associated with relating variation in prices to
variation in measures of market structure (like the Herfindahl-Hirschman Index) across markets,
as in the “Structure-Conduct-Performance” (SCP) paradigm (Robinson, 1933; Chamberlain and
Robinson, 1933; Bain, 1951).

We translate this logic to the labor market setting: given our estimates of candidate pref-
erences, we compute the wage markdowns implied by a set of non-nested models of firm wage-
setting conduct. In order to adapt models of conduct to our data, we analogize the behavior
of firms on the platform to that of bidders in a large online auction marketplace: just as in
an auction market, firms compete against each other by bidding for workers’ talent. We draw
upon insights from the empirical auction literature (e.g. Guerre et al., 2000; Backus and Lewis,
2020) to define an equilibrium concept, establish the identification of markdowns, and propose
a method for estimating those markdowns. To test between the various models of conduct, we
implement the Vuong non-nested model comparison test (Vuong, 1989; Rivers and Vuong, 2002).
The logic of the Vuong test is simple: when comparing two alternative models, the one that is
closer to the truth should fit better. Following Berry and Haile (2014), Backus et al. (2021) and
Duarte et al. (2021), we ensure that our test has power to discriminate between alternatives by
using instruments that shift predicted markdowns but are excluded from productivity.

Our initial set of findings focuses on the labor supply. We document substantial vertical
differentiation of firms on the platform: the average worker is willing to pay 14% of her desired
salary to enjoy a standard deviation increase in firm amenities. However, horizontal variation is
just as important—the average standard deviation in valuations of amenities across coworkers
at the same firm is also 14%. Our preferred estimates of labor supply describe preferences as
a mixture over three types of workers. While preferences vary on a number of axes, the three
groups can roughly be distinguished by preferences over firm size: some workers strongly prefer
larger, more established firms, while others prefer smaller firms. Because the platform focuses
on tech jobs, we loosely interpret these differences as differences in candidates’ risk tolerance.
Finally, there is a residual gender gap in welfare, even conditional on the gender gap in bid
salaries. This finding contrasts with other settings in which gender gaps in compensation have
been shown to be driven in part by differences in preferences over working conditions (e.g.
Bolotnyy and Emanuel, 2022).

We then use those estimates to implement our procedure for comparing models of firm
behavior. As a baseline, we are able to resoundingly reject the perfect competition model against
all possible imperfect competition alternatives. However, in every version of our test, models that
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incorporate strategic interactions. This finding has significant implications for our conclusions
about the size of wage markdowns—under the preferred model, we find markdowns of 18.2%
on average, while models with strategic firms would have implied average markdowns of 25.8%.
We also find evidence that firms do not actively tailor wage offers to candidates on the basis
of predictable horizontal variation in preferences. In other words, our tests suggest that firms
do not take advantage of predictable variation in firm-specific labor supply when making hiring
decisions, which may lead to substantial misallocation in equilibrium. This finding is especially
striking in the context of online labor markets which ostensibly seek to reduce information
frictions in the search and matching process.

To quantify the impacts of imperfect competition on welfare, we use labor demand esti-
mates from the preferred model to compute counterfactual equilibria under a range of conduct
assumptions. Relative to a price-taking baseline, we find that firms make significantly more
offers under the preferred model, but that the wages firms attach to those offers are lower. On
net, this change leads to meaningful welfare losses. Relative to the preferred model, however,
the average value of bids and the total number of bids are significantly lower in simulations
of strategic firms, substantially decreasing overall welfare. We also find that the form of con-
duct has important implications for gender gaps: relative to men, women receive significantly
fewer bids when firms predict horizontal preference variation than when they do not. Imperfect
competition exacerbates gender gaps relative to the price-taking baseline. Finally, we find that
blinding employers to the gender of candidates may lead to modest reductions in gender gaps.

This paper contributes to several strands of literature. First, our paper is most directly
related to a growing literature that employs tools from industrial organization to study the role
of firms in labor market inequality. Studies in this literature typically assume a single model of
firm conduct, which they estimate using matched employer-employee data. Card et al. (2018)
and Lamadon et al. (2022) consider models in which firms are assumed to be monopsonistically
competitive: that is, firms internalize upward-sloping labor supply, but do not act strategically.
Berger et al. (2017) and Jarosch et al. (2021), on the other hand, write down models of non-
atomistic firms that compete in local oligopolies. Our study departs from this prior work by
explicitly formulating a testing procedure for discriminating between different modes of firm
conduct, rather than assuming a single mode of conduct, more closely mirroring the industrial
organization literature on estimating supply and demand and testing between models of conduct
in product markets (Bresnahan, 1989; Nevo, 2001; Berry and Haile, 2014, 2020; Backus et al.,
2021; Gandhi and Nevo, 2021). Second, because our data records not only equilibrium matches,
but also the full set of offers made by firms to candidates (both accepted and rejected), we are
able to separate the estimation of supply and demand. Finally, we focus on a single labor market
in which it is likely that conduct of all firms is well-approximated by a single model, rather than
applying our model to a national labor market defined by regional sub-markets. In this way,
our study is related to a long tradition of single-industry studies in labor economics (Freeman,
1976; Lipsky and Farber, 1976; Staiger et al., 2010; Goldin and Katz, 2016) .



Our paper more broadly contributes to a large literature exploring imperfect competition in
labor markets (Boal and Ransom, 1997; Bhaskar and To, 1999; Bhaskar et al., 2002; Bhaskar
and To, 2003; Manning, 2005, 2011). We adapt models of imperfect labor market competition
to our setting, which combines the characteristics of online auction markets and terrestrial
labor markets. In a similar context, Azar et al. (2019) gauge the potential market power of
employers by estimating labor supply to individual firms on a large, online labor market using
modern discrete choice methods. Our paper extends their analysis by characterizing both the
nature of horizontal differentiation and the nature of firm conduct. A number of recent studies
have examined the relationship between measures of market structure—typically, concentration
measures like the Herfindahl-Hirschman Index (HHI)—and wages across markets in order to
gauge the importance of imperfect competition (Azar et al., 2020; Schubert et al., 2021; Arnold,
2021; Macaluso et al., 2021). Since wages and market concentration are joint outcomes in models
of labor markets, and finding excludable instruments for market structure is challenging (Berry,
2021; Schmalensee, 1989). In testing whether firms’ wage offers depend upon workers’ preference
types, our study also relates to a line of research that connects heterogeneity in wages to outside
options and the mode of wage determination (Hall and Krueger, 2012; Caldwell and Harmon,
2019; Lachowska et al., 2021).

Next, our paper relates to the literature on the estimation of non-wage amenities and their
role in wage dispersion (Rosen, 1986). Recent contributions in this area include Sorkin (2018)
and Taber and Vejlin (2020) who use matched employer-employee data to identify search models
that incorporate dispersion in non-wage amenities of firms. Because these studies use data on
equilibrium matches, they infer amenity values from flows of workers across firms. By contrast,
we observe the full set of options available to each worker on the platform, and therefore estimate
amenity values by aggregating candidates’ revealed preferences over these options. In providing
estimates of amenity values and exploring the relationship between those values and candidate
characteristics, our paper also relates to a large literature on estimating heterogeneity in amenity
values, e.g. Mas and Pallais (2017b); Wiswall and Zafar (2018). In contrast to these studies,
which are primarily carried out in lab or experimental settings, we study the career decisions of
workers in a high-stakes environment.

Finally, our paper contributes to strands of the literature in labor and industrial organization
on the nature of competition on online markets. Using experiments, Dube et al. (2020b) and
Dube et al. (2020a) demonstrate the importance of monopsony in online labor markets for
task work, and conclude that the presence of monopsony power in markets that are specifically
designed to reduce search frictions suggests that imperfect competition may be pervasive in other
“putatively thick” markets. Our paper more broadly relates to others describing the behavior of
firms and workers in online labor markets. For instance, a recent study by Horton et al. (2021)
on the informative content of cheap talk about wages in online labor markets. We similarly find
that cheap talk on Hired.com—in the form of firms’ initial offers and workers’ desired salaries—is

an important signalling mechanism.



2 Setting and Data

2.1 Market description

As illustrated in Appendix Table B.1, a key limitation of the literature estimating revealed
preferences from worker flows is that workers’ choice sets are rarely observed, and almost never
available in a high-stakes, real-world environment. Because of this, existing estimates of worker
preferences are either computed in surveys and lab environments (e.g., Wiswall and Zafar (2018),
Mas and Pallais (2017b)), or reliant on strong assumptions applied to observational data. In
survey or experimental settings, sample sizes and external validity to more traditional labor
markets can be limited. In observational settings, estimates may be confounded by differences
in choice sets or erroneous inference of workers’ options.

Two features of the recruitment process on Hired.com allow us to overcome this limitation.
First, wage bargaining on Hired.com is high-stakes: the modal candidate on the platform is a
software engineer in San Francisco looking for a full-time job with a salary of about $120,000.
Second, the recruitment process on Hired.com allows us to cleanly identify the choice set of
candidates deciding which firms to interview with as well as the full set of observable profile
characteristics firms have access to when deciding to send interview requests to a candidates.
We explore these distinctive features below.

On the candidate side, Hired.com mostly serves candidates looking for full-time, high-wage
engineering jobs based in the U.S. Table 1 shows that, on Hired.com, candidates are highly
educated: 87.2 % of them have at least a bachelor’s degree and 40.3% have at least a master’s
degree. Accordingly, the average salary offered by firms on the platform is high ($114,505).
Candidates on Hired.com are broadly comparable to those listed on other recruitment platforms
for similar careers. For instance, the most common profile on Hired.com is a software engineer
in San Francisco. As of April 2020, the average salary of candidates with this profile was
$119,488 on Glassdoor and $132,000 on Paysa.'. Hired’s average salary for such profiles is
$129,783, which is between Glassdoor’s (lower bound) and Paysa’s (upper bound) salaries. The
Hired.com sample also features profiles with different levels of seniority. For instance, among SF
software engineers, 6% have 0-2 years of experience in software engineering, 22% have 2-4 years
of experience, 22% have 4-6 years of experience, 33% have 6-10 years of experience, 8% have
10-15 years of experience, and 7% have more than 15 years of experience. This distribution is
similar to the one reported by Payscale for this combination of job and location.? On the firm
side, companies hiring on the platform are representative of the tech ecosystem: a mix of early
stage firms, more mature start-ups (e.g Front, Agolia), and larger, more established firms (e.g.
Zillow, Toyota). With more than 13,000 candidates and jobs in our analysis sample, the market
we study should be thought of as a large, high stakes job board for well-qualified candidates.

!Paysa is a personalized career service offering salary compensation and job matching for corporate employees.
It is a useful reference for comparing employee salaries in the tech industry.
2Payscale’s page for SF software engineer profiles can be found here.


https://www.payscale.com/research/US/Job=Software_Engineer/Salary/a5e48575/San-Francisco-CA

Our ability to cleanly identify the choice sets of candidates deciding which firms to interview
with emerges from the unique chronology of hiring on the platform. On a traditional job board,
firms post a job description and then candidates apply to each posted job separately. By
contrast, on Hired.com, companies apply to candidates based on their profiles, and candidates
decide whether or not to interview with companies based on the job descriptions and bid salaries
they receive. Importantly, candidates have no way to directly view and apply to job postings
without receiving an interview request. As a result, for each candidate on Hired.com, we know
their consideration set (the set of all the firms that apply to them), and their choices (whether
or not they decided to interview with any given firm in the consideration set).

Formally, the recruitment process can be divided into the following three sequential steps,

also described in Figure 1:

Supply side: Candidates create a profile that contains standardized resume entries (education,
past experience, etc.) and, crucially, the salary that the candidate would prefer to make. We
call this the ask salary. Appendix Figure A.1 is a screenshot of a typical candidate’s profile,
and Appendix Table B.2 further provides an exhaustive listing of profile fields. In short, every
profile includes the current and desired location(s) of the candidate, their desired job title (soft-
ware engineering, web design, product management, etc.), their experience (in years) in this
job, their top skills (mostly coding languages such as R or Python), their education (degree and
institution), their work history (i.e., firms they worked at), their contract preferences (remote
or on-site, contract or full-time, and visa requirements), as well as their search status, which
describes whether the candidate is ready to interview and actively searching or simply exploring
new opportunities. Importantly, the ask salary is prominently featured on all profiles since it is

a required field.

Demand side: Firms get access to candidate profiles that match standard requirements for the
job they want to fill (i.e., job title, experience, and location). To apply for an interview with a
candidate, the company sends them a message—the interview request—that typically contains
a basic description of the job as well as, crucially, the salary at which they would be willing
to hire the candidate. We call this the bid salary. Appendix Figure A.2 is a screenshot of a
typical message sent to a candidate by a company. The bid salary is prominently featured in
the subject line of the message and is required to be able to send the message. The equity field

also exists but is optional.

Demand meets supply: Hired.com records whether the candidate accepts or rejects the
interview request. While interviews are conducted outside of the platform, Hired.com gathers
information on whether the company makes a final offer of employment to the candidate and
at what salary. We refer to this as the final salary. It is important to note that the bid salary

is non-binding, so the final salary can differ from the bid. Finally, we observe whether the



candidate accepts the final salary offer, in which case the candidate is hired. Given these three
steps of the recruitment process and the nature of candidates and jobs on the platform, our
setting combines a high stakes environment with clean identification of the consideration set of
each candidate and their decisions at the interview stage. One a priori caveat is that, while
the consideration set is comprehensive—that is, we observe all the firms that the candidate
considers on the platform—it is not exogenous, as firms select into sending an interview request
to candidates. However, the fact that we observe all information about candidates available to

firms at the time they decide to send an interview request allows us to circumvent this issue.?

2.2 Sample restrictions: connected set

As we explain below, we can only estimate amenity values for firms that are members of a
connected set. To be a member of this set, a firm must have been both revealed-preferred to
at least one member of the set, and have been revealed-dispreferred to at least one member
of the set. While several job titles and locations are represented on Hired.com, the candidate
market is highly skewed towards software engineers in San Francisco: 60.1% of the candidates
are software engineers and 31.1% live in the Bay Area. In addition, the jobs on the platform
are even more concentrated in these profiles: 76% of interview requests go to software engineers
in the Bay Area. Therefore, while the average number of interview requests on the platform is
4.5, the average number of interview requests received by a software engineer in the Bay Area is
11.2. For these reasons, we zoom in on the highly connected market of San Francisco software
engineers. Table 2 provides simple descriptive statistics on the sample sizes, for the full dataset,
for the subset of jobs in the San Francisco Bay Area and finally for the connected set of firms
within that market. The full sample includes 7,877 companies that sent 856,665 requests for
64,539 different jobs to 224,499 candidates. While the average number of bids sent per job is
13.3, the median is 5.0, suggesting large differences in the extent to which companies reach out
to candidates. More than a fourth (n=16,907) of all jobs on Hired.com in the full sample are
based in the SF Bay area. For these jobs, 2,121 companies sent out 267,940 interview requests
to 44,321 candidates, averaging 15.8 bids per job (median 5 bids) and 4.1 bids per candidate.
The average probability of accepting a bid remains almost constant between 60% and 62.5 % in
both sets. 1,649 companies meet the requirements to qualify for the connected set. Companies
in this sample are more targeted when approaching candidates, sending on average only 9.5 bids
(median 4 bids) for 13,072 different jobs to 14.344 candidates. However, the average number of
bids per person is with 4.8 around 37% higher than in the full sample and candidates accept

only 56.4% of received interview requests.
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2.3 Descriptive Statistics

As noted above, we can only estimate the amenity values of firms that have both been accepted
and rejected by at least one candidate. This implies that candidates must necessarily incur
an interview cost, such that they would not accept all the interview requests they receive.
Figure 2 empirically tests this assumption by displaying the distribution of the share of bids
accepted for a given firm. It first shows that firms are frequently rejected by candidates: on
average, candidates only accept 60.5% of the inverview requests they recieve. In addition,
there is significant heterogeneity across companies in the likelihood that an interview request
is accepted: while the mean share of bids accepted is 60.5%, 10.2% of the firms see less than
40% of their interview requests accepted, while 16.2% of the firms see more than 75% of their
interview requests accepted.

Figure 3 further illustrates several empirical patterns that are the foundation of our modelling
strategy. Figure 3a plots the probability of acceptance of an interview request against the ratio of
the bid to ask salary. The first fact is that higher bids are associated with a higher acceptance
probability: when the bid salary matches the ask salary, the acceptance probability is 62%.
When the ratio is 1.2 or more, the acceptance probability goes to 73%, whereas when it is 0.8
or less it averages 36%. The second notable pattern is that there is a clear discontinuity of the
probability of acceptance in the neighborhood of (%‘i = 1. In particular, while the probability
of acceptance is 52% when % = 0.95, it jumps to 62% when the ratio is 1. Figure 3b shows
the relationship between the probability that the bid is, respectively, less than, equal to, or
greater than the ask, and the level of the ask salary. First, across all levels of ask salary, the
probability that the bid is exactly equal to the ask is very high, averaging 76.5%. A second,
intuitive, observation is that the probability that the ask is lower than the bid increases with
the level of the ask from virtually 0% at the lowest levels of ask salary to just shy of 40% for the
highest levels of ask salary. Symmetrically, the probability that the bid is greater than the ask
decreases from around 20% to 0%. This empirical pattern provides strong suggestive evidence
that the asked wage serves as a behavioral reference point in the formation of the bid salary.
Figure 3¢ shows the relationship between the bid premium - the difference between bid and ask
salaries - and the within-job deviation of the log salary. This figure illustrates the fact that
there is large heterogeneity of bid salaries for the same job. Indeed, if the data were on the -45
red line, firms’ bids for the same job would remain constant, independent of the candidates’ ask
salaries. Empirically, we observe that the slope of the relationship is dramatically flatter than
this “full compression” line: changes in the ask are almost entirely offset by changes in the bid -
indicating that, even for a given job, firms increase their bids almost one for one with the asks.
In fact, only 1.4% of jobs offer the same bid salary to all candidates, and the within-job variation

in salaries is substantial: the average standard deviation of offers for a given job is $23,041.

4Leveraging a survey of 6,000 job seekers in New Jersey, Figure 3 in Hall and Mueller (2018) shows the job
offer acceptance frequency as a function of the difference between the log hourly offered wage and the log hourly
reservation wage. A clear kink is observed at offered wage = reservation wage.
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The bid salary is what firms declare they are willing to pay the candidate solely based on
their profile, before any interaction with them. The final salary is offered to a candidate at the
hiring stage. Given that companies are by no means contractually bound by their bids, final
salaries may differ from bids. Given our focus in this paper on the interview stage of the process,
it is important to point out that firms effectively commit to making final offers that are close
to the bids. Figure 4 shows the relationship between the bid and final offer for the subset of
candidates that receive one. Strikingly, this relationship is very linear, with a slope close to one.
Additionally, 31% of all final offers are identical to the bid and 72% of all final offers are within
10% of the bid.

3 Model

3.1 Setup

This section describes our model of the recruitment process on the platform. We index candidates
by ¢ = 1,...,N and firms by j = 1,...,J. Firms encounter a candidate pool, I;, the size
and composition of which varies depending on the time period of the firm’s search. Likewise,
candidates encounter a time-specific firm pool J;.> We denote the observable characteristics of
firms by z; (which includes a constant), and let j = 0 denote an outside option. Candidates post
resume information z;, which includes their asked salary a; (and a constant), before interacting
with firms on the platform. Firms browse active candidate profiles and decide whether to send
each candidate an interview request, and if so, how much to bid. As stated above, firms’ bids are
made before the firm has had any interaction with the candidate, on the basis of the observable
candidate characteristics x; alone. We denote the bid of firm j on candidate 7 by b;;, and let the
indicator variable B;; equal one if firm j sends a bid to candidate 7. After a candidate receives an
interview request, she decides whether to accept and thereby move forward with the recruitment
process, or to reject the offer. We let the indicator variable D;; equal one if candidate i accepts
firm j’s interview request. After the interview process is complete, the firm can make a final
offer of employment to the candidate. We let Bl-fj equal one if j makes a final offer to i, and we
denote the salary attached with that final offer by b{] Finally, we let lej equal one if 7 accepts
j’s final offer of employment.

Our analysis focuses on the initial stages of the recruitment process. In order to specify a
tractable model of firm and candidate behavior at the initial stages, we make several simplifying
assumptions about the later stages of the process. In particular, we assume firms are risk neutral,
and that firms do not treat bids as cheap talk — rather, we assume that firms credibly expect
to pay their bids, should they decide to make a final offer. In practice, this assumption is an
accurate description of firm behavior: the correlation between initial bids b;; and final offers blfj

is 0.86 (see Figure 4). Second, we assume that candidates’ choices at the interview request and

5We assume that agents’ beliefs are stationary, such that they behave as if they are in a steady state, as in
Backus and Lewis (2020). We defer consideration of dynamics for future research.
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final offer stages are governed by the same basic preference structure. While our framework is
consistent with certain forms of preference updating on the part of candidates after interviews
take place, we remain agnostic about those mechanisms here. These assumptions allow us to
model the bid determination process straightforwardly: when a firm encounters a candidate, the
firm decides to bid on that candidate by maximizing the ex-ante option value associated with
an interview request. The option value is determined by the firm’s forecast of the candidate’s
marginal revenue product, net of the bid, and the probability that the candidate would accept

a final offer of employment, given the bid.

3.2 Labor Supply

The first component of our model is a labor supply system. In our model, candidates’ asked
wages a; play two important roles. First, motivated by the visual evidence in Figure 3, we
assume that the asked wage acts as a behavioral reference point: the elasticity of labor supply
may be relatively larger when firms offer less than the asked wage than when they offer more than
the asked wage. This feature is a potential mechanism driving the bunching of offered wages
at exactly the asked wage, even conditional on detailed candidate-specific controls. Second,
we assume that the asked wage serves as a sufficient statistic for the monetary component of
utility associated with candidates’ outside options, up to an additive constant. For the large
fraction of workers on the platform engaging in on-the-job search, this assumption can easily
be justified if candidates formulate asked wages as a function of their current wage. Workers
searching from unemployment post lower asked wages even conditional on a rich set of covariates
(conditional on other profile characteristics, employed candidates ask for $8,366 more than
unemployed candidates), suggesting that asked wages of unemployed candidates indeed reflect
the relatively worse outside options available to those workers. We therefore normalize the “bid”
associated with the outside option as b,y = a;.

We model the utility candidate ¢ associates with option j at bid b;; as additively separable:
Vij = u(bij, ai) + Eij,

where the function u(b;j, a;) is the monetary component of utility and Z;; is the non-monetary
component of utility that candidate i associates with option j. Because only relative utilities
matter for choices, we normalize u(a,a) = 0 without loss of generality. The utility of the outside
option is therefore given by:

Vio = Zio-

We assume that u(b, a) is continuous, strictly increasing, and twice continuously differentiable in
its first argument, except at the point b = a, where lim,_,,— du(b,a)/0b > lim;_,,+ Ou(b, a)/0b.
This assumption encodes reference-dependence around the asked wage: utility decreases rela-
tively more quickly for every dollar below the asked wage than it increases for every dollar above

the asked wage.
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The non-monetary component of utility can be further decomposed into a systematic amenity

value and an idiosyncratic taste shock:
Eij = Aij + &ij-

We assume that the idiosyncratic preference shocks §;; are independent and identically-distributed
draws from a probability distribution, &;; ud F¢(-), where F¢ admits a continuous, log-concave
density fe(-) with support on the full real line.® Preference shocks &;; are private information:
they are observed by workers, but not by firms. Further, the distribution of preference shocks
is independent of z;: Fg|, = Fr.

The amenity value candidate i associates with option j is determined by i’s latent preference

type, which we denote by @;:
Aij = Aj(Qi).

Candidates ¢ and ¢ with Q; = @y share a common mean valuation of amenities at all firms. We
assume that candidates’ preference types are not directly observable by recruiters, but that the
distribution of preference types Fg may depend non-trivially on candidates’ observable resume
characteristics x;: Fg), # Fg. In this sense, A;; is not purely the private information of the
candidate, but instead may be forecast by firms on the basis of the observables available on
candidate profiles.

We assume that a candidate accepts an interview request if and only if the utility associated

with that requests exceeds that of her outside option:
D;j = Bij x 1[Vj; > Vigl.

Likewise, let VJ denote the utility level i associated with a final offer of bzfj from j. Candidates

pick the top choice among all final offers, such that:
Dl =1V} >V vk st. B, =1].

For simplicity’s sake, we model the utility candidates associate with final offers as Vg =
u(blfj,ai) + E;j, such that the same utility shocks that enter into candidates’ interview offer
decisions also govern candidates’ final job choice. Because we focus mainly on the ex-ante per-
spective of firms formulating bids, we view this assumption as a simplifying abstraction that

may be relaxed in future work.

A function fe is log-concave if:
FeQy+ (1= N)z) > fe@) fe(@)' ™ Yo,y eR,A€0,1].

A large number of common probability distributions admit log-concave densities, including but not limited to the
normal, logistic, extreme value, and Laplace distributions. Log-concave probability distributions are commonly
used in models of search (Bagnoli and Bergstrom, 2005) , and possess a number of desirable qualities. Among
other things, log-concavity of f¢ implies that F¢ and 1 — F¢ = F¢ are also log-concave, that f¢/F: is monotone
decreasing, and that f¢/F¢ is monotone increasing.
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3.3 Labor Demand

3.3.1 A General Bidding Framework

We next write down a general framework for rationalizing firms’ bidding behavior. Firms are
risk neutral and equally well informed. Firms do not observe candidates’ latent types Q;, but
rather can form predictions over those types using the available candidate characteristics ;. For
each candidate 7 it encounters, firm j formulates an optimal bid b:-‘j to maximize the expected
option value of making an interview request given that candidate’s observables. This is given

by maximizing an ezpected option value function m;;(b):
b;; = arg max mi;(b).

Firms decide to bid on candidates if the maximized value of the expected option value function

surpasses an interview cost threshold c;:
Bij =1 [m'j(b?}) 2 Cj} :
We may therefore write realized bids as:
bij = Bij x b;‘j.

We use the shorthand b;; = 0 to indicate the event B;; = 0.
The option value of an interview request to a particular candidate depends upon both her

labor supply decision and her productivity. Define the potential outcome:
ij (b) = 1[: would accept j’s offer of employment | b;; = b],

which encodes candidate i’s final labor supply decision, given the firm’s choice of bid b. We refer
to m;;(b) as an expected option value function because even if the event D7;(b) = 1 is realized,
the firm may choose not to hire ¢ (for instance, if a candidate the firm prefers over ¢ would also
accept its offer). Denote the ex-post productivity of a match between candidate ¢ and firm j as

g;;- Given these definitions, the expected option value /profit function can then be written:
735 (6) = g [ DF (bis) x (=5 = big) | biy = b]

where E;; denotes expectation taken over the information set of firm j when it evaluates can-
didate 4, and so implicitly conditions on firm, candidate, and market-level variables. The con-
nection between this representation of the firm’s problem and the objective function of a bidder
in a standard first-price auction is immediate: indeed, the problems are nearly identical. In a
first-price auction, a bidder’s objective is simply to maximize her expected utility, where her
bid affects both the net payoff should she win (e7; —b) and the probability that she wins the
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auction (the distribution of D7;(b)). In a standard auction, the win probability depends only
upon the monetary values of the competing bids — the bidder who submits the highest bid wins.
In our setting, horizontal differentiation weakens this relation: the firm that submits the highest
monetary bid is not guaranteed to be the candidate’s top-ranked choice.

Conditional on the firm’s information set, we assume that potential outcomes D7;(b) and
ex-post marginal revenue products 6% are independent. Further, conditional on the information
known to the firm at the time it bids, &j; is independent of the firm’s choice of bid b;;. The
first of these assumptions rules out, among other things, scenarios in which the event of winning
the “auction” for candidate i reveals information about other firms’ productivity forecasts that
is relevant to j’s forecast (sometimes called the “winner’s curse”). Since all firms must bid on
candidates before productivity is revealed, this assumption essentially establishes the sufficiency
of the observables available to the firm for forecasting productivity. The second assumption
rules out behavioral effects of increasing compensation (e.g. efficiency wages). Together, they
imply:

mij(b) = Pry; (Dj(b) = 1) x (Bijlef;] — b).

ij

The first term in the above expression is j’s forecast of i’s labor supply decision, which we denote
by:

Prij (Djj(b) = 1) = Gi;(b).

Firms’ forecasts of ex-post productivity, which we denote by ¢;;, are functions of a systematic

component (determined by candidate covariates) and an idiosyncratic component:
Eijlel;] £ €3 = (@i, vig)-

We further assume v;; ud F,(-), and that v;; is independent of x;, z;, and market-level variables.
The function 7;(z, -) encodes the systematic component of productivity shared by all candidates
with observables z; = z at firm j. We impose the normalization E[v;;] = 0 without loss of

generality. Substituting these definitions into the expected option value function gives:
mi(b) = Gij(b) x (e45 — b) = Giz(b) x (v;(wi, vi) — b).

Given the parallels between our setting and the auction setting, we refer to €;; as either j’s
valuation for i or i’s (ex-ante) productivity at j, and Gj;(b) as either j’s win probability for ¢ or
1’s labor supply to j. Firms’ strategies are described by an optimal bidding function that maps

valuations into actions:

bis(©) argmax, G;j(b) x (e —b) if max, Gij(b) x (e —b) > ¢;
ij(e) =
’ 0 otherwise.
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To close the model, we define a notion of equilibrium. In a standard Bayes-Nash equilibrium,
players’ actions are best responses given their beliefs, which are themselves consistent with
equilibrium play. In the subsequent analysis, we test models of firm behavior in which firms’
forecasts of candidates’ labor supply decisions may not fully incorporate the relevant available
information. In order to accommodate these models, we modify the standard definition of
equilibrium as follows. Denote the maximum utility level offered to i by V!, and let A; be a
random variable that governs the distribution of V;!. We assume that beliefs are consistent
conditional on the information firms use to construct those beliefs. In particular, let €;; =
{wi,
) denote the population joint CDF of A; and @, conditional on §;;. We may now define

wg } encode the information j uses to forecast A; and @Q;, respectively, and let Fy o(X,q |

equilibrium as follows:

Definition 1 (Equilibrium). Conditional on an information structure {Qij}fv:’ij:l, a pure

strategy equilibrium is a set of tuples {b;;(-), Gij(')}fv:’ij:l such that:
(Optimality) b;;j(c) is j’s best response for valuation € given beliefs G;;(b).
(Consistency) Conditional on the information $;, firm j’s beliefs obey:

Gis0) = [[[Pr (Vi = Vil | A =\ Qs = by = b) x dFao(\a | ).

In the classic first-price auction setting, the function G;;(b) is nonparametrically identified
by the observed distribution of bids: the seller accepts the highest bid, and so (under the
assumption that bidders have rational expectations) an estimate of G;;(b) can be constructed
by calculating the empirical CDF of winning bids. This argument is the basic intuition of the
approach of Guerre, Perrigne and Vuong (2000) (GPV). In our setting, the win probability
G;(b) depends not only upon the monetary value of the bid a firm submits, but also the non-
monetary components A;(Q;) + &;. Despite this difference, we adopt the basic logic of GPV in
our estimation strategy, which we detail below: given estimates of the labor supply parameters
and the assumption of rational expectations, the empirical distribution of inclusive values for
each candidate can be used in combination with an assumption on firm conduct (where various
models of conduct are indexed by m) to construct estimates of G7}(b) — the conditional win

probability under model m.

3.3.2 Defining Firm Conduct

Given the framework of the previous section, we next consider various modes of firm conduct.
We operationalize our notion of conduct in this setting as sets of assumptions on the information

firms use to forecast candidates’ labor supply decisions. In practice, that means specifying which
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variables are included in the components of €2;;. This notion of conduct is not the only interesting
feature of firm behavior in wage setting, and indeed there are many potentially interesting
questions about the ways firms behave in labor markets that we do not test. However, our
setting — one in which firms have the ability to offer fully individualized wages to each candidate
— is particularly well-suited for thinking about how firms incorporate information about the
distribution of preferences into their recruitment decisions. In Appendix C, we illustrate the
implications of our conduct assumptions, and how the conceptual framework of our study differs
from those that relate measures of market structure to wages, via a simplified model similar to
that of Bhaskar et al. (2002).

We first consider a model of “perfect competition” in which firms are assumed to bid their
valuations: b;j(¢) = €. In this model, interview costs ¢; are normalized to 0 without loss of
generality. This model does not fit cleanly into the framework of the previous section — to ratio-
nalize bidding at exactly its valuation, a firm must believe that there always exists a competitor
with a valuation arbitrarily close to its own valuation. Even so, the perfect competition model
we estimate serves as a useful baseline against which we can compare more complicated mod-
els of conduct that incorporate additional sources of wage dispersion beyond differences in the
marginal revenue product of labor (MRPL).

In order to specify additional conduct assumptions of interest, we decompose the joint CDF

of A; and @); given £);; as:

FroNq | Quj) = Fao(M | Qi = quz{\j) x Fo(q | "Jg)

The first conduct assumption we test concerns the information firms use to forecast types. We

specify two alternatives — firms are assumed to be either:

o Type Predictive: wg = 2;, such that Fg(q | wg) = Fg2(q | z;), or

« Not Predictive: wg- is empty, such that F(q | wg) = Fy(q).

This assumption governs how firms internalize horizontal differentiation: do firms engage in what
is sometimes called direct segmentation? Our model allows for the possibility that workers who
have the same level of productivity at a particular firm may belong to different preference types.
Variation in preference types can itself be partially predicted by candidate characteristics, raising
the possibility that type-predictive firms might offer different wages to candidates with identical
productivity levels. Non-predictive conduct implies that firms make fewer offers than under an
efficient allocation, although workers may capture a larger share of the surplus. Type-predictive
conduct implies less misallocation, but potentially at the cost of workers’ share of the surplus.
How firms do or do not use information has been a matter of debate in the labor literature. For
instance, Burdett and Mortensen (1998) assume that firms are not type-predictive, leading to
efficiency losses that they show can be reduced by the introduction of a minimum wage. On

the other hand, Postel-Vinay and Robin (2002) assume that firms are not just type-predictive,
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but fully informed about the types of workers they meet, allowing them to engage in classic
first-degree price discrimination. More recently, Postel-Vinay and Robin (2004) and Flinn and
Mullins (2021) analyze models in which firms differ in whether they commit to posted wages
(akin to non-predictive conduct) or negotiate wages in response to outside offers (akin to type-
predictive conduct). Similarly, whether firms use information on within-firm variation in price
elasticities has been the subject of interest in the industrial organisation literature on uniform
pricing (DellaVigna and Gentzkow, 2019).

The second conduct assumption we test concerns the nature of interactions between vertically-

differentiated firms. Again, we specify two alternatives — firms are assumed to be either:

A

« Monopsonistically Competitive: w;; omits j’s bid as a (direct) determinant of A;, or

o Oligopsonists: szj includes j’s bid as a (direct) determinant of A;.

In a monopsonistically competitive model, firms are differentiated, but view themselves as atom-
istic relative to the market: they ignore the effect of their behavior on the distribution of options
available to each candidate. This assumption is maintained in a number of studies, including
Card et al. (2018) and Lamadon et al. (2022), among others. When firms are oligopsonists, on the
other hand, they actively incorporate the effects of their behavior on the distribution of options
available to each candidate into their wage-setting decisions. In this way, models of oligopsony
incorporate strategic interactions between firms. Berger et al. (2017) and Jarosch et al. (2021)
estimate models that include strategic interactions of this form. Berger et al. (2017) note that,
under oligopsony, structural labor supply elasticities to the firm are not equal to reduced-form
elasticities, as they are under monopsonistic competition. Under oligopsony, these elasticities
depend upon the value of the firms’ own amenities, in addition to competitor’s amenities (and
bids). Importantly, our definition of oligopsonistic behavior encompasses multiple mechanisms
that have been explored separately in prior work (for instance, our framework subsumes both

size- and differentiation-based mechanisms by which oligopsonists generate wage markdowns).

4 Econometric Framework

4.1 Candidate Preferences
4.1.1 Identification

We first consider identification of the preference structure from choice data. Our principal identi-
fication assumption is that firms do not directly observe @;, but rather predict type membership
on the basis of observable characteristics. This implies that, given a vector of characteristics z;,
the probability that candidate ¢ receives offer set B; = {b;;, Bij}}]:o is independent of ¢’s true
type membership Q);:

Assumption 1. (Conditional Independence) Firms do not observe Q;, and so only make

decisions about whether and how much to bid on the basis of x;. This implies that, conditional
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on posted resume characteristics x;, firms’ bids are independent of candidates’ latent preference

types Qi:
Pr(B; | Qi = q,x;) = Pr(B; | x;).

An immediate consequence of Assumption 1 is that the distribution of candidate types con-
ditional on received bids B; and characteristics x; is equal to the distribution of types conditional
on z; alone:

Pr(B; | Qi = q,7;) Pr(Qi = q | ;)

Pr(Q; =q| B, x;) = Pr(B; | 1) =Pr(Q; =q | x;).

In administrative data, like linked employer-employee records, assumptions similar to Assump-
tion 1 are highly implausible due to the various selection mechanisms at play in the formation
of equilibrium matches. By contrast, our data contains not only the final matches between firms
and candidates, but also the full distribution of bids candidates receive. Further, the rules of
contact on the platform require firms to make initial bids on the basis of candidate profiles alone,
before they have the chance to interact with candidates (and thereby update their forecasts of
candidate preferences). Since we observe the same profile information that firms do (x;), we are
able to closely approximate the information set available to firms when forming bids. This fea-
ture is one of the advantages of using data from online hiring platforms and has been recognized
in other studies. For instance, Hangartner et al. (2021) study discrimination in hiring on a large
online job board. Because they observe all variables visible to employers on the site, they argue
that they are able to control for all relevant confounds.

We next formalize additional assumptions about the structure of preferences implicit in the
model of labor supply specified in the previous section. Denote the set of bids that ¢ accepts
by B}, and likewise denote the set of bids i rejects by BY = B; \ B}. Given a set of bids B;,
we let B} = BY denote the event minjep1 Vij > maxyepo Vig: every option in 4’s accepted set is
revealed-preferred to every option in i’s rejected set. We refer to B} = BY as a partial ordering

over options.

Assumption 2. (Mixture Model) The probability of observing any partial ordering is de-

scribed by a finite mixture model over latent preference types:

a) (Finite Support) The support of the distribution of latent types is finite — without loss of
generality, we restrict the support of Q; to the integers 1,...,Q. The conditional probability
of type membership is denoted by:

Pr(Q; =q|z) = ag(x;).

b) (Exclusion Restriction) Conditional on a candidate’s latent type and offer set, the

19



probability of observing any partial ordering is independent of x;:

Pr(B! = BY | Q; = q,z;) =Pr (B} = B | Q; = q) 2 P, (B} - BY).

Assumption 2a is a modelling choice about the form of unobserved heterogeneity in pref-
erences over firms. Assumption 2b is an exclusion restriction that governs how preferences
are related to individual characteristics: the variables in x; shift the distribution of types, but
provide no additional information about preferences conditional on those types. Importantly,
Assumption 2b is an implication of the labor supply model we specified in the previous section.

Combining Assumptions 1 and 2, we may express the likelihood of the partial ordering

B! = BY, given an option set B; and profile characteristics z;, as:

Q
Pr(Bi1 - BZQ | Bi, ;) = ZPr(Qi =q|xz) X Pr(Bi1 - BZQ | Qi =q)
q=1
Q
= ag(x) x Pe(B} = BY).
q=1

Mixtures of random utility models (RUMSs) of this form have been studied in both econometrics
and computer science/machine learning. In particular, Soufiani et al. (2013) establish identifi-
ability of a finite-mixture-of-types RUM for which the idiosyncratic error components follow a
log-concave distribution, as assumed in our model. As in Sorkin (2018), we can only rank firms
that are members of a connected set: to be a member of the set, a firm must have been both
revealed-preferred to at least one member of the set, and have been revealed-dispreferred to a
at least one member of the set. This identification condition is identical to that of conditional

logit models that require variation in binary outcomes for every unit.

4.1.2 Estimation

We produce estimates of the labor supply parameters using a two-step procedure. In the first
step, we estimate B and a transformation of the amenity values Ag;. To do so, we maximize
the likelihood of each candidate’s revealed preference ranking over firms for which they received
identical wage offers.” Once we have obtained first step estimates, we use them in a second step
to estimate the remaining labor supply parameters. In particular, we estimate those parameters
in a generalized method of moments procedure in which we specify conditional moment restric-

tions on the interview acceptance probability.

"Typically, exact matching of observations on a continuous covariate is extremely challenging. In our case,
however, the overwhelming bunching of wage offers at ask (in addition to additional bunching of wage offers at
round numbers) means that we may still use the majority of observations for estimation of amenity values and
the distribution of unobserved heterogeneity.
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Parameterization. In order to estimate preferences, we first specify a tractable parameteri-
zation of the labor supply model. The monetary component utility function is assumed to be
continuous, with a kink at the point at which the bid salary equals the ask salary. We write this

function as:

u(b,a) = 0y - [log(b) —log(a)] + 01 - [log(b) —log(a)] _
= (6p+ 61 - 1[b < a]) - log(b/a)
0o - log(b/a) if b>a
(6o + 601) -log(b/a) if b < a,

where [z]- = x - 1[z < 0] denotes the negative part of . Note that we have defined u(b,a)
relative to the outside option: when b = a, log(b/a) =log(1) = 0, and so u(b, a) is continuous at
b = a.® Under monopsonitic competition, the structural labor supply elasticity parameters 6
and 6; coincide with the elasticities of labor supply to individual firms, and markdowns only vary
based upon whether bids are above or below ask. Under oligopsony, the elasticity of labor supply
to each firm depends additionally on the amenity value of the firm, and therefore varies both
across firms and within firms between workers of different preference types. When oligopsonistic
firms are not type-predictive, they only exploit across-firm differences in average labor supply
elasticities, while type-predictive oligopsonists exploit both between- and within-firm differences
in labor supply elasticities.

We let Q; denote a @) x 1 vector of mutually exclusive and exhaustive indicators @;, for
membership in type ¢ (Qiq = 1 if Q; = ¢). We specify the distribution of types as a multinomial
logit in profile characteristics x;:

exp(;f)

Pr(Qig = 1] 2i) = ay(x; | B) = Sy exp(aBy)

We additionally let 4;(Q;) = Q;A;, where A; is a Q x 1 vector of type-specific mean amenity
values at firm j with ¢-th component A,;. Finally, we assume that the distribution of taste
shocks is extreme value type 1:

&, % EW,
and so the particular labor supply system we estimate is a discrete mixed-logit random utility

model.

First Step. The first step of our procedure is to estimate the distribution of preference types
and (a transformation of) the type-specific mean amenity valuations, or rankings, for each firm.

Our estimation strategy is based on a simple observation: if candidate 7 accepts an offer from j

8To make comparisons of utility between candidates, we add back the monetary component associated with
the outside option: u(b,a) + 6o - log(a).
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and rejects an offer from k£ when b;; = b;;, then by revealed preference:
Qi(A; — Ag) > &k — &ij-

Candidates often have several offers at the same bid salary — most often at exactly their ask, but
also often at round numbers. Because exact matching of offers at the same salary is possible in
our setting, we subset to sets of offers made to candidates at the same bid salary for the purpose
of estimating amenity values.

In order to model the joint probability of the full set of choices candidates make, we must
derive the probability of observing an arbitrary partial ordering of firms, P, (B} = BY). Define

the re-parameterization:

pai = exp(qu)
Y i ewm(Ag)]
and let o(-) : {1,...,J} — {1,...,J} denote a linear order or ranking of all J alternatives.

A multinomial logit model over rankings of alternatives is sometimes called a Plackett-Luce
(Plackett, 1975; Luce, 1959) model, or an exploded logit. Given this notation, the likelihood of

observing any full ranking of alternatives is given by:

J

Pgo—1(r)
Pr(o() | py) = [ =Pt
! r];[l Z:s]:r Pgo=1(s)

Unlike the standard Plackett-Luce/exploded logit setting, we only observe candidates’ partial
orderings of firms. Following Allison and Christakis (1994), we could compute the probability of
observing any particular partial ordering of preferences by summing over all linear orders that
are consistent with that partial ordering. Even with a small number of alternatives, however,
this strategy is computationally intractable: the number of concordant linear orders grows
exponentially in the number of alternatives. Simulation methods that sample linear orders
(e.g. Liu et al., 2019) are likely to be slow, and introduce additional sources of noise.

We circumvent this issue by implementing a novel numerical approximation to the partial
order likelihood that greatly reduces the computational burden of estimation. Our strategy
relies on the well known fact that the maximum of independent EV; random variables is also
distributed E'V;:

Pr <gé%>g log(pgk) + &ix < v) = Iy (v — log (Zkesg qu)) ,

where F¢(xz) = exp(—exp(—x)) is the EV; CDF. Using this observation, in combination with

a simple change of variables argument, we can re-write the probability of the partial ordering
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B} = BY, conditional on preference parameters Pgs as:

P(B! - B} | p,) =Pr (gg} log(pgj) + &ij > max log(pgr) + i | pq>

= /OO [T (1~ Fe(v—log(pg))) x dFe (U —log (Zkeeg qu))

—00

jeB}
= [T (- Fe (o= ()4 e (o (S )
% jeB!
1 qu/zkeg(_) qu>
= 1- i du.
/ jg; ( u u

The second line uses the independence of &;; and the distribution of max;cgo log(pgr) + &k, the
third line uses the fact that Fg(z — log(a)) = F¢(z — log(b))**, and the fourth line substitutes
u = Fe¢(v —1log(3repo pgr)). This expression, and its derivatives, can be quickly and accurately
approximated by nurlnerical quadrature. The log-integrated likelihood of i’s revealed partial

order is therefore given by:

L(B} = BY | z;,8,p) = log (Zqul aq(z; | B) x P(B} = BY | pq)) .

We estimate 8 and p via a first-order generalized EM-algorithm. Details of the estimation
procedure are given in Appendix D.

While our estimation procedure differs in several ways from those of existing studies, the
logic of the ranking methodology is similar to that of Sorkin (2018) and Avery et al. (2013). As
in those studies, the estimated rank of firm j depends not on j’s raw acceptance probability,
but the composition of firms to which j was revealed preferred. Sorkin (2018) summarizes this
property as a recursion: highly-ranked firms are those that are revealed-preferred to other highly-
ranked firms. Avery et al. (2013) note that producing rankings in this way is robust to potential
strategic manipulations of the units being ranked — a key property in our setting. While we do
not present a formal proof of consistency here, parameter consistency of the MLE for similar
models has been established under sequences in which the number of items to be ranked (here,
the number of firms J) grows asymptotically, avoiding the usual incidental parameters problem
(Neyman and Scott, 1948). Simons and Yao (1999) established the consistency and asymptotic
normality of the maximum likelihood estimator of the parameters of Bradley-Terry models of
paired comparisons (a special case of Plackett-Luce) under asymptotics that hold fixed the num-
ber of comparisons available between each pair of choices, but let the number of choices tend
to infinity. Yan et al. (2012) and Han et al. (2020) generalized this result to sparse comparison
matrices in which not all choices are compared and the numbers of available comparisons for
each pair of choices are random variables. Graham (2020) develops similar results for logistic

regression under sparse network asymptotics.
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Second Step. The second step of our procedure requires estimating the labor supply elasticity
parameters (6, 01), outside option values (Ag), and scaling factors (o), which we carry out
by GMM. We form moment conditions around the model-implied probability of accepting an
interview request, given our first-step estimates B and p and the remaining parameters © =

{6p, 01, A, o }. This probability is given by:

Q
PI“(DZ']' =1 ’ bij,l’i) = Z Qg (I'Z ’ ,3) X A((90 + 6y - l[bij < CLZ]) . 10g(bij/ai) + o4 X log(ﬁqj) — Aq()),
qg=1
where the function A(z) = (1 + exp(—z))~! is the logistic CDF. Let m(b;;,z; | ©) denote
this model-based estimate of Pr(D;; = 1 | b;j, ;) evaluated at the parameters ©. We specify

conditional moment conditions of the form:
E[l’l . (Dij — m(bij, €Ty | @))] =0 and E[Zj . (Dij — m(bij,mi | @))] =0.

We compute the sample analogues of these moment conditions and stack them in the vector

m(0). We estimate the components of © by minimizing:

~

O = arg m@in m(0) Wm(O)

for a symmetric, positive-semidefinite weighting matrix W. In practice, we use an efficient
two-step GMM procedure, in which we produce an initial estimate 00 with WY set equal to an
identity matrix. We construct an updated weighting matrix W by computing the inverse of the
covariance matrix of the moment conditions evaluated at the initial estimate (:)0, which we then

use to construct an efficient estimate ©.

4.2 Labor Demand
4.2.1 Preliminaries: Construction of G}}(b)

Before we can implement the estimation and testing procedure outlined below, we must first
produce approximations to firms’ beliefs for each combination of conduct assumptions. Defini-
tion 1 specified a general form for beliefs in equilibrium. Beliefs depend upon the probability
that candidates will rank a firm’s bid highest among all available options, and that probability
conditions on a random variable A; which summarizes the distribution of the maximum of the
utilities available to ¢. In our multinomial logit setting, we take A; to be the inclusive value of
the full set of bids offered to i:

A; =log (Zk:Bik:I exp (u(bik, a;) + Q;Ak)> :
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Given A;, the probability that ¢ ranks j’s bid highest can be written:
Pr (Vij = Vi | Ay, bij = b) = exp (u(b, a;) + Q}A;) ) exp (A;).

Using this expression, we re-write firms’ beliefs as:

Q
Gy =3 ( [ [exp (uv,00) + A445) exp ()] dFrg (A | @i = 1,wg})) % ag(w).

q=1

We construct approximations to G;(b) under two alternative conduct assumptions about firms’
beliefs about the distribution of A;:

Monopsonistic Competition: Under the monopsonistic competition alternative, firms do not
take into account the contribution of their own bid on the inclusive value A; — in other words,
bij ¢ w . Let A, denote the inclusive value of ¢’s offer set, conditional on Q;, = 1. Under this

assumptlon, the expression for firms’ beliefs simplifies to:
Q
Z (exp (bya;) + Agj) x Elexp (— Aig) | w{}]) X aq(wg).

Since firms are assumed to have rational expectations conditional on the information w{}, the
quantity E|exp (—Ayq) | wj ] can be approximated by regressing exp(—A;4) on a flexible function
of the variables contained in w/ ;i (which include z;, z;). This argument mirrors the intuition of
Guerre et al. (2000): in a rational expectations equilibrium, bidders’ beliefs are consistent with
the true distribution of winning bids in an auction, and so beliefs (and therefore markdowns)
can be approximated by the empirical distribution of winning bids. Given estimates of the labor
supply parameters and E[exp ( — Ajq) | wA] the beliefs of monopsonistically-competitive firms
can be written as: G7}(b) = (b/a;)Potortlb<ail CF7, where C77 is a model-specific constant. This
implies that markdowns are a constant fraction of the wage on either side of b;; = a;: 12—0% when

0o Oo+61 ]
146007 1+600+61 1"

bij; > a;, and ljoroeJ“Jrle when b;; < a;. When b;; = a;, we have that ,uU ai/sz-j € [

Oligopsony: Under the oligopsony alternative, firms do take into account the contribution of

their own bid on the inclusive value A;; — in other words, b;; € w . In this case, we have that:
Aiq | bi; ~ exp (u(bl-j, a;) + qu) + exp (Ai_qj),

where Ai_qj = log (Zk#:Bik:l exp (u(b, a;) + Q;Ak)) is the leave-j-out inclusive value. Denote
the probability distribution of Ai_q] by F, -;. Under this assumption, firms’ beliefs can be written:
q

ex b a; qu
Z/(exp p (u(b, a;) + Agj) o xdFAq_j()\\wf})> xaq(wg).

bij,a;) + Agj) + exp
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Again, since firms’ beliefs are assumed to be consistent, FA;,- (A wf}) can be approximated by
computing the distribution of leave-one-out inclusive values in the sample — for instance, by
computing a series of quantile regressions of Ai_qj on a flexible function of the variables contained
in w{} We can then use these estimates to construct a numerical approximation to the integral
over the distribution of leave-j-out inclusive values. Unlike monopsonistic competition, there is
no simple closed-form expression for markdowns in the oligopsony case.

In order to approximate G;;(b), we must also specify how firms forecast candidate prefer-

ences. We consider two alternatives for assumptions about firms’ beliefs about the distribution

of QZ

Type Predictive: Under the type-predictive alternative, firms predict candidate types given
observed profile characteristics x; (wg2 = x;). In this case, we approximate these predictions

using the estimated prior over types, aq (wf’? ) = ag(; | B)

Not Predictive: Under the not-predictive alternative, firms do not predict candidate types

given observed profile characteristics x; (wg = @). In this case, we assume that firms weight

type-specific win probabilities by the average probability of type membership, oy (wg ) =a, =

% Zij\il g (i | B)

We produce approximations to G;;(b) under all four combinations of these conduct assump-
tions. In addition, we consider a baseline Perfect Competition case, in which firms are

assumed to bid their valuations.

4.2.2 Identification and Estimation in the General Model

Next, we consider identification and estimation in our general framework for labor demand. Let
m denote a choice of model, as specified by a combination of conduct assumptions. Each model
m is associated with a particular belief about the population win probability G;;(b), which
we denote by G77(b). To illustrate the intuition of our estimation procedure, assume for the
moment that G7}(b) is differentiable, and denote the derivative of G7}(b) with respect to b as

9i; (b). Under this assumption, bids must satisfy the first-order condition:

G7H(b)
977 (D)

=3 ()

b+

= V;n(xiv Vi?)a

where ]7(b) is the inverse bidding function under model m (b = bj?(e%(b))).? Crucially, the

inverse bidding function is known once we have specified a set of conduct assumptions m and

9Labor economists may be more familiar with the equivalent formulation of the firms’ first-order condition in
terms of a multiplicative markdown p;}(b) expressed as a function of the elasticity of labor supply to the firm,
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plugged in labor supply parameters estimated in a previous step: in a Bayes-Nash Equilibrium,

productivity is “revealed” by the bid. If the function z-:g‘() is an injection, then a unique implied
ij — ij
of the form E[v]} | ;] = 0 (arising, for instance, from exclusion restrictions), we could estimate

valuation €] = €!”(b;;) can be inferred for every bid b;;. Given conditional moment restrictions
the productivity function 7" (x;, v;;) by regressing €} on (flexible functions of) the determinants
of productivity under a functional form assumption. By standard arguments, the parameters
that govern ’y;-”(-, -) are identified given sufficient variation in model-implied markdowns and
the covariates. This approach is taken by Backus et al. (2021) in their analysis of the common-
ownership hypothesis in product markets. Our setting differs from this example in two important
ways, both of which motivate the maximum likelihood framework we adopt.

First, we explicitly model labor supply as a kinked function of the bid. This implies that

G%‘(b) is not differentiable at b = a, and so the first-order condition for pricing does not hold in
m*
ij

continuous, monotonic functions of firms’ valuations €;; as a consequence of the log-concavity

general. In Appendix E, we establish that bidding strategies bZL() and option values 7/*(+) are

of F¢ and the shape restrictions we place on u(b,a). In particular, we show that szn() is a
+

?}

inside that interval. We also show that m7*(-) is strictly increasing over all valuations. This

strictly-increasing function of ¢;; outside an interval [5?}*, e 7], and is equal to a; when g;; is

implies that bids partially identify valuations (and therefore option values) in each model: bids

not equal to ask map to a unique valuation, while bids equal to ask map to an interval of possible
m= 5m+]
ij 2 %ig

that incorporates a mass point of bids made exactly at ask.

valuations [e . This motivates our use of a Tobit-style maximum likelihood procedure

Second, selection into bidding is a key feature of our setting: firms only bid on candidates
for whom the maximized option value exceeds a threshold c¢;. This implies that the conditional
moment restriction E[v;7 | ©2;;] = 0 does not hold in general, but rather that E[vj} | £;;] > 0 in
the sample for which bids are observed. While selection poses an estimation challenge, it also
provides an opportunity for an additional source of differentiation between models: different
conduct assumptions lead to different predictions about the option value of each bid, and thereby
imply different patterns of selection which may or may not be reflected in the data. We deal
with selection by leveraging a feature of our models of bidding: under each conduct assumption,
firms’ bids reveal not only their valuations, but also the maximized value of their objective
functions. For every bid made not at ask, we can construct the option value implied by the

model, and for every bid made at ask, we can construct an upper bound on the option value
i
estimate of each firm’s interview cost threshold (under the assumptions of model m) by taking

implied by the model. We denote these values by 7/7*, and use them to construct a consistent

737 (b), evaluated at the optimal bid:

) = PXIOUCEO) )
P T TR e g )/Gy ) — T+ 0)
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the minimum among all bids made by that firm:

a.s.
¢i'= min w7 =
i:B;=1

The consistency of our estimate of ¢; necessarily depends upon the number of observations per
firm growing without bound. See Appendix F for a proof of this result.”

Using this estimate, we can compute a lower bound on the valuation associated with each
bid, which we use to implement a selection correction. Because m/’*(-) is a strictly increasing
function, there is a unique lower-bound valuation &} at which firm j is indifferent between
bidding and not bidding on candidate ¢. This lower bound controls the selection into bidding;:
employer j must draw a valuation of at least &7 to make a bid on candidate ¢, and so the
distribution of valuations is censored from below by £/7. Given our estimate of ¢;, we construct
candidate-specific lower bounds by numerically inverting the option value function; g7 is the
number that sets:

(&) =4

We use these lower bound estimates to construct the likelihood contribution of each bid, which

is given by:

~ 1[bi;#aq] Ho=ad
E:);(\I]m) — Pr (51.7 — 51’ ( Z]) | 6@] > 6?:;, \I/m) 7 ) J

_ (fe(ggb(b)\pm)>1[bzﬂéaz] y <F5(€Z~L+;\I/m) — F. (max(ew 7 zy) ‘I/m)>1[bij:ai]

1 — F.(g};v™) 1 — F.(gf}; ™)

x Pr (sij e [, ent] | ey 2 B, U

)

where W™ denotes the parameters for model m, f.(-; ¥") is the density of ¢;; given parameters
U F (5 ¥™) is the CDF of g;; given parameters W™, €f2(-) is the inverse bidding function for

model m, and 52}“ and e’f?}_ are the model-implied upper and lower bounds on €;; when b;; = a;. Mt

Parameterization: In order to estimate the distribution of valuations under each set of conduct
assumptions, we make assumptions about the functional forms of 7;(x;, ;) and the distribution
of v;;, F,,. We parameterize v;(x;,v;;) as log-linear in the sum of v;; and a bi-linear form in

candidate and firm characteristics, as in Lindenlaub and Postel-Vinay (2021):

vj(wi, vij) = exp (2iTx; + vij)

/
2T =Y Y Yeezjkic,
k¢

'90ur proof of the consistency of ¢} for each firm j (and model m) closely follows the proof of Lemma 1 (ii)
of Donald and Paarsch (2002).

" The approach we take here — concentrating the ¢; parameters out of the likelihood by computing the minimum
order statistic — is similar to that of Donald and Paarsch (1993, 1996, 2002) , who consider models in the classic
procurement auction setting. However, because the thresholds ¢; are not functions of any of the other parameters
of the model, our estimation procedure yields a proper likelihood (unlike some of the cases they consider).
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where both z; and z; include a constant. We further assume:

Vij %i N(O, O'V).
For each model m, we construct estimates '™ and o, by maximizing the log-likelihood of the
complete set of bids for all companies in the connected set (this includes bids on all candidates,

not just those in the connected set).

4.3 Discriminating Between Non-Nested Models of Conduct

We next turn to our testing procedure. Given sets of parameter estimates for each model, our
objective is to determine which of those models is closest to the true data-generating process.
The models we consider are non-nested: “Broadly speaking, two models (or hypotheses) are said
to be ‘non-nested’ if neither can be obtained from the other by the imposition of appropriate
parametric restrictions or as a limit of a suitable approximation; otherwise they are said to be
‘nested”’” Pesaran (1990). In our setting, models are non-nested as long as they 1) generate
distinct combinations of markdowns and selection corrections, and 2) those markdowns and
selection corrections are not co-linear with the determinants of productivity (the elements of z;
and z; and their interactions).

To provide intuition for our testing procedure, consider again the simpler case in which G;(b)
is assumed to be differentiable. Under our functional form assumptions and the true conduct
assumption, we may write:

log (Eij (blj)) = Z}F."L‘i + Vij.

This equation includes only one source of error: the idiosyncratic component of firms’ valuations,
v;j, which are assumed to be independent of both z; and z;, in addition to market-level variables.
Of course, the true model of conduct is unknown, so in practice we must substitute the true
inverse bidding function €;;(-) with our approximation under conduct assumption m, 5;7;(-).12 If
model m is mis-specified, then using &7 (-) in place of &;;(-) introduces a mis-specification error:

log (6;?(()”)) = Z;»Fl‘i + v + g;z

The presence of mis-specification error suggests two rather intuitive conclusions. First, models
that are further from the truth should perform worse on standard goodness-of-fit metrics, since
the residual variance combines the contributions of both v;; and ;7. Second, if labor supply
responses (and therefore markdowns) are determined in part by variables that are excluded from
the productivity function, then the estimated residuals of models that are far from the truth
should be strongly correlated with those excluded variables.

This is the basic logic of Berry and Haile (2014). They establish the necessity of instruments
that shift demand (analogous to labor supply in our setting), but that are excluded from the

?Keeping in mind, under assumption m, we may treat 77 (b;;) as data.
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marginal cost function (analogous to valuations or productivity in our setting), for identification
in the product market setting with data only on market shares. Such variation, they note, is
particularly important for testing between models of conduct. Following this logic, Backus et
al. (2021) implement a test of conduct that formalizes the second conclusion above: under true
conduct assumptions, instruments that affect markups (markdowns) but do not affect marginal
costs (valuations) should not be correlated with recovered idiosyncratic cost shocks (v;;).

Our setting, and the nature of the data we use, differs in several key ways from that of
Berry and Haile (2014). The most basic difference is that we have access to micro data on
individual choices, rather than market-level data. Berry and Haile (2020) consider identification
of differentiated products demand using micro data on individual choices, and demonstrate
that access to micro data significantly reduces reliance on instruments. Our use of micro data
in the form of multiple choices for each candidate, combined with our ability to condition on
all information available to firms when they bid, allowed us to identify candidate preferences
without requiring additional instruments for prices (bids). A second major difference between
our setting and that of Berry and Haile (2014) is that we analyze individualized bids rather than
uniform market prices. Bids are made before any negotiation has taken place and without direct
knowledge of the competition, and so they do not have to satisfy a market clearing condition.
Rather, we assume that firms’ behavior must satisfy a conditional form of rational expectations
about competition. Given this assumption, our identification arguments follow those of the
empirical auction literature, like Guerre et al. (2000) or Backus and Lewis (2020).

Despite the relatively less stringent requirements for instruments to identify labor supply in
our setting, the power of our testing procedure to discriminate between models of conduct still
depends upon using additional sources of variation in markdowns that are independent of the
determinants of firms’ valuations. Without such variation, our ability to discriminate between
models of conduct may be severely limited. In other words: without an instrument, our ability

to discriminate between models will be driven by differences in functional form.

4.3.1 Instrumenting Labor Supply with Market Tightness

To obviate these concerns, and thereby increase the power of our testing procedure, we use
relative market tightness as an instrument for firms’ expectations about competing bids. Our
use of market tightness as an instrument mirrors the arguments of papers studying auctions
with entry that use variation in the potential number of entrants to identify models of auctions
with selective entry (e.g. Gentry and Li (2014)). We define tightness as the number of active
candidates in a particular experience, occupation, and two-week period cell divided by the
number of firms searching for candidates in that experience, occupation, and two-week period

J oI

cell.!3 For every candidate, we define the variables nf , nl

SN as the number of firms searching

for i’s experience level and occupation during two-week period w and the number of candidates

3Technically, our instrument is the inverse of the usual definition of market tightness, which is the ratio of
vacancies to the level of unemployment. The particular form of instrument does not matter for our analysis.
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with active profiles in i’s experience level and occupation during two-week period w, respectively.

Market tightness is the ratio of the two counts:

T J
Liw = niw/”iw?

where the prevailing level of tightness at the time j bids on 7 is denoted ¢;; (similarly define nfj
and anJ) We define tightness within occupation and experience bins because those categories are
the primary search fields recruiters use when browsing candidates. Further, we define tightness
within two-week periods because that is the default length of time a candidate’s profile will
remain active, and therefore variation in tightness between periods is driven primarily by the
rate of flow of new candidates onto the platform.

We assume that labor market tightness does not affect firm valuations, but does affect firms’
expectations about competition for ¢ as encoded by A;. The intuition is simple: the more active
firms there are per active candidate, the more bids those candidates can expect to receive. We

formalize this assumption as:

Assumption 3. (Instrument Exogeneity) Labor market tightness is independent of idiosyn-

cratic determinants of labor demand:
tij A Vij ‘ Tiy 25+
I nd

igo> Vigo
perience, and two-week period dummies) in the set of variables firms use to predict inclusive

We incorporate variation in tightness by including t;; (and n and occupation, ex-
values, wZAj (which also includes x; and z;). Variation in tightness thereby drives variation in pre-
dicted markdowns that is independent of firms’ valuations. We propose two non-nested model

comparison tests that leverage this exclusion restriction in different, but complementary, ways.

4.3.2 Option 1: The Vuong (1989) Likelihood Ratio Test

Because we estimate models by maximum likelihood, a natural first option for our test of conduct
is a straightforward application of the Vuong (1989) likelihood ratio test. The Vuong (1989)
test is a pairwise, rather than ensemble, testing procedure: rather than explicitly identifying the
“best” model among a set of alternatives, the test considers each pair of models in turn and asks
whether one of those models is closer to the truth than the other. In the likelihood setting, the
“better” of two models is the one with greatest goodness-of-fit, as measured by the maximized
log-likelihoods. !4

Let s = |ij : B;j = 1| denote the sample size. For a pair of models m; and ms, denote the

The population expectation of the log-likelihood measures the distance, in terms of the Kullback-Liebler
Information Criterion (KLIC), between the model and the true data generating process.
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maximized sample log-likelihoods by £7*' and L7*?, respectively, where:

L= max > log (L7H(D)),
Z.]ZB,L'J'ZI

and U™ denotes the arg max. The null hypothesis of our test is that m; and mo are equally
close to the truth, or equivalent. In this case, the population expectation of the difference in
log likelihoods is zero. There are two one-sided alternative hypotheses: that mq is closer to
the truth than ms, and vice versa. When m; is closer to the true data-generating process, the
population expectation of the likelihood ratio E” [log (L (™) /L772(V™2)] is greater than zero.
Vuong (1989) shows that when m; and mgy are non-nested, an appropriately-scaled version of
the sample likelihood ratio is asymptotically normal under the null that the two models are
equivalent:

LM — L7 p

= N(0,1),

mi,mz _
Zs ' —\[_Aml,mz
S - Ws

where W""™2 is the square root of a consistent estimate of the asymptotic variance of the
2mi,ms

likelihood ratio, w; . We set:

i e )\
s ij:B;j=1 Eij (Wm2)

We construct test statistics Z*"™2 for every pair of models we estimate. Given a significance
level a with critical value ¢, we reject the null hypothesis that m; and ms9 are equivalent in favor
of the alternative that m; is better than mo when Z"*"™2 > ¢, and vice versa if Z""™? < c,.
If | Z"™m2| < ¢,, the test cannot discriminate between the two models.

How does variation in the instrument increase the power of the test? The answer depends on
the relevance of the instrument for predicting markdowns. Returning to the simplified example

above, we may write the mis-specification error as:
ij = log (€7 (biz)) — log (£;(bi;))-

To the extent that variation in tightness drives variation in markdowns under the true model,
variation in tightness will also generate variation in (j7 if the assumed model m is mis-specified.
This implies that relatively more mis-specified models will imply valuations that are more diffi-

cult to explain using observables than those that are closer to the truth.

4.3.3 Option 2: The Rivers and Vuong (2002) Test

Rivers and Vuong (2002) proposed a generalization of the Vuong (1989) testing procedure that
extended the logic of that test to a much wider class of objective functions. In their analysis
of firm conduct, Backus et al. (2021) implement a version of the Rivers and Vuong (2002) test

by specifying a single moment condition involving the residuals of fitted models and excluded
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instruments. We propose a variant of that test using the generalized residuals associated with
the likelihood we estimate. Gourieroux et al. (1987) define generalized residuals and explicate
their use in testing. In the context of maximum likelihood estimation, the generalized residuals
are defined by the scores of the likelihood. Let si7, (V) = 0L (¥)/0yy; denote the k,{-th
component of the score vector for observation ¢j. The scores may be written as s?}kg(\ll) =
R (W) - zjy - i, where hi?(¥) is the generalized residual for observation ij under model m and
parameters W. The maximum likelihood estimate W™ is the vector that sets the mean of the
scores to zero:
> sy;k,g = > R U™) - zjp w0 =0 Yk, 0,
ij:Bij=1 ij:Bi;=1

and so generalized residuals are constrained to be orthogonal to covariates. The generalized
residuals for each model can be easily computed by taking the derivative of the individual
likelihood contributions.

We form the generalized residuals for each model, and use them to compute the scalar

moment /lack-of-fit measure:

2
Z (™)
5 ij:By=1

QT measures the covariance between the generalized residuals of each model and the excluded
instrument ¢;;. Under proper specification, the influence of the instrument on markdowns is
completely summarized by the inverse bidding function, and so there should be zero correlation
between the instrument and the generalized residual. A separate way to motivate the lack-of-
fit measure Q7" is as an unscaled version of the score test statistic for testing against the null
hypothesis that the coefficient on ¢;; in the labor demand equation is zero.

Following Backus et al. (2021),'% we formulate a pairwise test statistic for testing between
models m; and mg as an appropriately-scaled difference between Q7'' and @Q7*?, which Rivers

and Vuong (2002) show to be asymptotically normal:

s = G Z Q3 B gy,

N

o2 ig an estimate of the population variance of @™ — @Q™2. We compute an estimate

where o7
of g"™2 /., /s as the variance of Q7" — QT2 across bootstrap replications. Given a significance
level ae with critical value ¢, we reject the null hypothesis that mq and msg are equivalent in favor

of the alternative that m; is better than mg when T7""™2 < ¢,, and vice versa if T2 > c,.

5Backus et al. (2021) formulate their moment-based test statistic by interacting residuals with an appropriate
function of both the excluded instrument and all other exogenous variables, and connect their choice of that
function to the literature on optimal instruments (Chamberlain, 1987). In our setting, the formulation of an
appropriate function that combines the instrument and other exogenous variables is complicated by the issues of
selection and partial identification we previously highlighted. While we do not pursue it here, the formulation of
such a function is a focus of future work.
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If |T7m2| < ¢y, the test cannot discriminate between the two models.

The intuition for this test is relatively more straightforward than for the first test: the
lack-of-fit measures each pairwise test compares can themselves be interpreted as test statistics
associated with a score test of the exclusion restriction. In some ways, this feature makes the test
relatively more appealing than the first option. However, the power of the test depends entirely
on the ability of the instrument to predict differential markdowns and selection corrections, which
is not the case for our first test (see Duarte et al. (2021) for a discussion of weak instruments
problems in conduct testing). For these reasons, we present the results of both tests and view

the two procedures as complementary.

5 Model Estimates

5.1 Labor Supply

5.1.1 Model selection and validation

Before describing the estimated preference orderings and group structures, we must settle on a
baseline version of the model. In particular, we need to specify the number of latent preference
classes @), and we need to specify how class membership is related to candidate observables. To
that effect, for each pair of models — a given number of ladders and a given set of observables used
to define group membership —, we calculate a standard likelihood ratio statistic and compute the
appropriate 2 p-value. In addition to formal likelihood ratio (LR) statistics, we also compute
a more directly-interpretable “goodness-of-fit” (GoF') statistic for each model. The statistic is
simply the fraction of pairwise revealed-preference comparisons that are concordant with the

estimated rankings for each model. Specifically, we define:

GoF:]\[lﬁ[:zQ:aq(xi\B) X ( >y 1[/% Z/quD,

PW 1 g= ieB! keBY
i=1g¢=1 JEB} keBY

where N, is the total number of pairwise comparisons implied by revealed preference.

Table 3 reports these goodness-of-fit statistics for several versions of our labor supply model.
Each row corresponds to a given number of ladders (from one to four) and each column corre-
sponds to the observables leveraged to construct class membership. In the first row, we estimate
the model with a single preference group (@ = 1), such that there is no additional preference
heterogeneity for a given firm aside from variation in idiosyncratic preference shocks &;;. In the
second row, we estimate a model with two preference groups. The first column allows men and
women to have different rankings of firms, and the second columns splits candidates between
above- and below-median experience. The last column leverages all the observables we access
for the candidates to define latent preference groupings. In particular, we estimate the prior
probability of group membership ay(x;) concurrently with the preference orderings themselves.

We then refer to each preference class as a separate job ladder.
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A model that assigns random numbers for each A,; would in expectation yield a GoF statis-
tic of 0.5. As reported in the first row of Table 3, the single-ladder model, in which there
is common mean ranking of firms for all candidates, increases goodness-of-fit over that base-
line to 0.67.1 Table 3 second finding concerns the comparison of goodness-of-fit between the
single-ladder model and the two models that split candidates into preference groups based on
observable characteristics. In Column 1, allowing women and men to have distinct rankings of
firms on the second row has no additional explanatory power for the revealed preferences in the
data, in comparison to the single ladder model from the first row: the GoF statistic increases
imperceptibly (from 0.672 to 0.680), and the formal LR test fails to reject the null that the
two-ladder model is equivalent to the single-ladder model (p = 0.27). The finding that men and
women have very similar mean preference orderings over firms mirrors that of Sorkin (2017),
who also finds that the implied preference orderings of men and women over firms are extremely
similar. Splitting by experience does only marginally better: while the LR test can reject the null
that the two-ladder model is equivalent to the single-ladder model (p < 0.001), the GoF statistic
only increases by 1.6 percentage point. Our third finding is that the model using the full set of
observables to define the clusters performs markedly better than the gender- and experience-split
models. For the same number of ladders (two), the GoF statistics for the model-based clustering
is 0.744, that is 10.7 percentage points higher than the gender or experience splits. Our final
finding concerns the number of ladders: sequential LR tests between the one- and two- ladder
models and two- and three-ladder models both reject the null that the more-complex models are
equivalent to the simpler models (p < 0.001). In addition to the two- and three-ladder models,
we estimated a model with four preference groupings, but were unable to reject the null that this
model was equivalent to the three-ladder alternative. We therefore adopt the three-ladder model
as our baseline model of candidate preferences. Plugging in those estimated rankings into our

second-step GMM procedure yields the following labor supply elasticity parameter estimates:

u(bij, a;) = (4%)..935) + (10..%3) -1[b < a;]| - log(b/a;).
These estimates are similar to others in the literature — for instance, Berger et al. (2017) report an
estimate of 3.74 for this parameter (what they call the within-market substitutability parameter),
while Azar et al. (2020) report an estimate of 5.8.17
In order to validate the estimated rankings, we take advantage of the fact that candidates
may sometimes provide reasons for rejecting an interview request. While the platform does

not require candidates to list a reason, 58% of them do. When providing a rejection reason,

The goodness of fit measure varies slightly across the three columns because the estimation samples are
different. For instance, to be ranked in the model that splits the ladder by gender, a firm needs to have been
accepted once and rejected once by candidates of both genders. The resulting sample will differ from the model
that splits by experience, where to be in the connected set, a firm needs to have been accepted once and rejected
once by candidates of all experience levels.

"Note that, in contrast with other studies, our model allows for kinked labor supply and therefore our estimates
of the parameter is 5.63 below the kink, i.e. when b < w;, and 4.05 above the kink.
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candidates select from a list of options that includes reasons like “company culture”, “firm size”,
and “poor timing”, among others. We divide the list into two categories: personal reasons that
should correspond to a low draw of §;; and job-related reasons that should correspond to a low
value of Ag;. If the model provides a good fit to the data, then we should find that candidates are
more likely to reject highly-ranked firms for personal reasons than job-related reasons relative
to lower-ranked firms. Figure 5 plots the probability that a firm was rejected for a job-related
reason as a function of firms’ ordinal rankings (where lower ranks are better) — we indeed find
that workers are significantly less likely to reject the most-preferred companies for job-related
reasons than they are for lower-ranked companies. Appendix Figure A.3 provides additional
evidence of the quality of the fit of the preferred 3-type model. For every bid, we compute
the model-implied probability that the bid will be accepted. Appendix Figure A.3 plots the
relationship between those model-implied probabilities and the empirical acceptance probability
— the model-implied probabilities are extremely close to the actual probability of acceptance

throughout the range of the data.

5.1.2 Characterizing the distribution of amenity values

Figure 6 illustrates the scale of vertical and horizontal differentiation of firms implied by our
preferred model estimates. To understand the relative importance of the amenity values workers
attach to firms, we compute a willingness-to-accept statistic (WTA) for every firm. The statistic
is equal to the fraction of a candidate’s ask salary that the model implies a firm must offer to
make that candidate indifferent between accepting or rejecting an interview request, on average.

Specifically, we compute WTA,; as the number that solves:
(4.05+1.58 x 1[WTA,; < 1]) x log (WTA;) + Ag; — Ay = 0.

where A is the g-th component of the vector of type-specific mean amenity values at the outside
option.

Panel (a) of Figure 6 plots the distribution of the mean WTA at each firm, averaging over the
population probabilities of each type: WTA; = 22:1 g x WTA,;. The average mean WTA is
0.99, indicating that candidates are willing to accept roughly 1% less than their ask at the average
firm. The standard deviation of mean WTA across firms is 0.14, which suggests a large range
of variability in the amenity values candidates attach to firms. Indeed, there are a nontrivial
number of firms for which the average candidate would be willing to accept less than 80% of
their ask, and an even larger number of firms for which candidates demand over 120% of their
ask. Panel (b) illustrates the systematic component of horizontal differentiation. Here, we plot
the within-firm standard-deviation of WTA; across preference types. The mean within-firm SD
of WTA is 0.14, suggesting that the horizontal differentiation is about as important as vertical
differentiation. The implication of these estimates is that there is large scope for firms to exercise

market power in the ways we have specified: the significant horizontal differentiation suggests
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that firms may stand to gain significantly from accurately predicting which candidates are in
which preference groups, while the significant vertical differentiation suggests that firms with
high rankings can afford to mark down wages significantly (assuming they act strategically).
Given the significant scope for wage markdown based on preference heterogeneity, assessing
whether firms are able to predict the types is crucial to the understanding of their ability to
offer type-specific marked down wages. Section 5.2 explores whether firms are type predictive.

What firm characteristics are associated with higher amenity values? To partially answer
this question, we report regressions of (standardized) estimates of Ay; on firm covariates z; in the
sample for which those covariates are available in Table 4. Here, larger values of A,; correspond
to better rankings. These covariates represent only a small fraction of the potential relevant
characteristics candidates may consider when they choose among job offers — importantly, the
(“all-in”) amenity values we estimate do not depend upon exhaustive knowledge of what candi-
dates value. Even with the relatively coarse covariates available, some clear patterns are evident.
In particular, the basic evidence in Table 4 suggests a loose classification of groups as “baseline”
(group 2), “risk-averse” (group 3), and “risk-loving” (group 1). Relative to baseline, members
of group 3 are more interested in working at larger, established firms for which there may be
less employment risk, while members of group 1 are more interested in working at the smallest
firms that may be more risky bets.

How do worker characteristics shift the probability of preference group membership? In
our preliminary goodness-of-fit exercise, we found that explicitly splitting candidates by gender
or experience only marginally improved our ability to explain choices — does that result carry
over to the more flexible group membership model we estimated? In order to more concretely
gauge the associate between covariates and preference types, we compute the model-implied
posterior probabilities of type membership for every candidate and correlate those probabilities
with candidate characteristics (our discussion of the EM algorithm in Appendix D covers the
construction of these probabilities). We find that women are 7 percentage points more likely
to be in the risk-averse group and 7 percentage points less likely to be in the risk-loving group,
while candidates with above-median experience are 10 percentage points less likely to be in the
risk-averse group and 9 percentage points more likely to be in the risk-loving group. While there
is significant residual variation in preferences conditional on covariates, our preferred model

estimates suggest that covariates are indeed predictive of preference type.

5.1.3 Decomposing group differences in welfare

Given our estimates of amenity values and labor supply parameters, we may fully characterize
the utility value candidates associate with the portfolios of bids they receive. Importantly, this
allows us to ask whether observable differences in average bids between groups are reflective of
underlying differences in welfare. We decompose mean differences in welfare using the Oaxaca-
Blinder (OB) decomposition (Oaxaca, 1973; Blinder, 1973). The OB decomposition posits that
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variable Y;, corresponding to individual 7 in group g = 0,1 can be written:
}/ig = X@{gﬁg + €ig,

where X, are covariates measured for all individuals and E(e;q) = 0. The average value of Yj,
in group g is therefore given by Y, = Ylgﬁg. We can decompose the difference in the average

value of Y;, between groups g =1 and g = 0 as:

Yi—Yo=X161—Xobo = (X1 —Xo) Bo+ X, (61— Bo) + (X1 —X0) (81— fo)-

endowments coefficients/returns interactions

The classic OB decomposition apportions the difference in the mean of a variable between two
groups into components due to: 1) differences between those groups in endowments, or the
distribution of relevant covariates; 2) differences between those groups in coefficients or returns
associated with those covariates; and 3) the interactions between coefficient and endowment
differences.'® Roughly speaking, the greater the share of the mean difference the OB decompo-
sition apportions to endowments relative to returns, the more we can conclude that a difference
in means is driven by differences in characteristics between those groups, and not how those
groups are treated conditional on those characteristics values (differential returns to character-
istics). The OB decompositions we present should be interpreted as purely descriptive (Guryan
and Charles, 2013). Importantly, we exclude the asked salary as an explanatory variable in our
OB decompositions of welfare, because candidates formulate their asks as endogenous functions
of all of their other characteristics (including gender). The endogeneity of the ask greatly com-
plicates the interpretation of decompositions that include the asked salary: if asks themselves
are functions of gender, then gender differences in asks may not be appropriately interpreted as
reflecting differing endowments.

We report decompositions of welfare-relevant quantities in Table 5. The utility associated
with each portfolio of bids depends both upon the number of bids received and the composition
of those bids. In order to gauge the relative importance of quantity and quality, we compute the
total number of bids received by each candidate, as well as the mean values of the components of
utility associated with the bids each candidate received. We calculate the monetary component

of utility for each bid as:
alby,a;) = (4.05+ 158 - 1[by; < ai]) - log(biy/a:) +4.05 - (log(a;) — log(as) ),

where we subtract the (grand) mean of the log of the ask salary (log(a;)) without loss of gen-

8Note that the OB decomposition is not unique — an equivalent “reverse” decomposition may be obtained by
replacing 8o with £; in the first term, X with X in the second term, and flipping the sign of the third term.

19Because we omit the ask salary from these decompositions, the effect of the ask salary will be apportioned
between the endowments and coefficients components. Any differential patterns in the relationship between
characteristics and asks will be reflected in the coefficients component, while mean differences in asks are reflected
in the endowments component.
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erality, since the absolute level of utility is not identified. We also compute the mean amenity
values associated with each bid, which we decompose into two parts: a common component of
amenity valuations shared by all workers, and the worker-specific deviation from that common
component: A;; = Zj + AA;;. The common component is the average candidates’ amenity val-
uation: Zj = Zqul g - ﬁqj (where @, is the population share of type ¢). The candidate-specific
deviation is the difference between candidate i’'s amenity valuation and the average amenity
valuation: AA;; = 222:1 (g (2 | B) — ) -ﬁqj.

To understand how these differences map into welfare, we compute the (expected) inclusive

value of every offer set:

Q
A= ag(wi | B) og (Xjen, exp(@lby, a) + Agy) )
qg=1

We decompose (expected) inclusive values into a monetary component and an amenity compo-
nent. We compute the monetary component of the inclusive value by setting qu = 0 for all ¢
and j:

A! = 1og (e, exp(u(biy, ai)) )

We compute the amenity component of the inclusive value by setting @(b;;,a;) = 0 for all ¢ and

j. We further decompose the amenity portion into a common component:
I "
A7 = Zaq -log (Zjel%i exp(qu)>,
q=1

and a candidate-specific deviation:

Q
AA;4 = Z (aq (| B) — 6(1) -log (ZjeBi exp(zzl\qj)).
q=1
Because the inclusive value is a nonlinear function, the relative contributions of each component
will not sum to one.

Panel A of Table 5 reports decompositions of mean gaps in these quantities by gender (here,
the reference group corresponds to women, so positive differences correspond to larger values
for men). Column 1 decomposes the gap in the number of bids received by men and women:
on average, women receive fewer bids than men. However, slightly more than 100% of this
raw gap is driven by differences in endowments: conditional on covariates, women and men
receive nearly the same number of bids. Column 2 reports the decomposition of the mean gap
in the monetary component of utility: the average monetary value of bids is significantly lower
for women than for men. This result is driven by the fact that women ask for less (see Table
1), and therefore receive less, conditional on other characteristics—but as discussed above, the

ask is an endogenous function of gender. Our decomposition, which excludes the ask as an
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explanatory variable, suggests that differences in characteristics between men and women can
only explain about 1/3 of the raw gap in monetary values, with the rest explained by differential
returns. Column 3 decomposes the mean difference in the common component of amenity values.
Unconditionally, the bids men receive are from firms with better amenities than the bids women
receive. Differences in the returns to characteristics, representing differential selection of firms
into bidding by gender, explain 1/3 of this gap. In other words, even conditional on covariates,
women receive bids from firms the average worker values relatively less than those that bid on
men.

Column 4 decomposes differences in candidate-specific components of the amenity valuation.
Here, we find a (small) reverse gap: women value the amenities associated with the bids they
receive relatively more than the average worker would, and do so to a greater degree than men.
What might be driving this pattern? Without knowing how firms behave, we cannot discriminate
between possible explanations. One possibility is that the pattern is driven by differences in the
degree of assortative matching of firms to male and female candidates—that is, firms’ valuations
over candidates might be more correlated with the preference of female candidates than male
candidates. Another possibility is that firms are type-predictive and better at targeting offers
to female candidates relative to male candidates, all else equal.?’ These qualitative patterns
are reflected in the decompositions of components of inclusive values, reported in columns 5-8.
Taken together, these results suggest that the large observed gender gap in bids is reflective of
a large gender gap in welfare. Unconditionally, the gap in welfare between men and women is
exacerbated by differences in the amenity values of the bids they receive. However, differences
in covariates between men and women account for most of the unconditional gap.

Panel B of Table 5 reports decompositions of mean gaps in welfare by education level, where
the reference group is candidates without a graduate degree. Here, we find that candidates
with graduate degrees receive slightly fewer bids than those without graduate degrees, but that
the average quality of those bids is higher along all components. Again, differences in the
monetary component of utility are driven by the fact that candidates with graduate degrees ask
for more than those without on average (candidates without graduate degrees ask for $10,800
less than those with graduate degrees). This differential is reflected in the share of the gap
explained by returns, which explain about 40% of the raw gap. Unlike with gender, we find that
differential returns do not explain differences in the common component of amenity valuations
between education levels, although we do find that differences in returns explain nearly all
the difference in candidate-specific components of valuations. Again, the evidence we find in
these decompositions is consistent with either assortative matching between workers and firms
(candidates with high productivity at firm j also value the amenities of firm j), or the effective

targeting of firms’ bids to the candidates most likely to accept those bids.

20Evidence from Section 5.2.2 that firms are in fact not type-predictive suggests the former explanation is more
likely than the latter.
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5.2 Labor Demand

5.2.1 Testing between models

We next describe the results of implementing our estimation and testing framework for labor
demand. As a preliminary matter, Figure 7 plots the “first stage” relationship between the
model-implied inclusive values A; and A, 7 and the instrumental variable t;j, conditional on firm
and candidate covariates and two-week period dummies. Intuitively, the fewer candidates there
are relative to firms (low t;;), the more offers those candidates should receive, and the larger the
inclusive values associated with their offer sets should be. This intuition is borne out in Figure
7: both full- and leave-one-out inclusive values are strongly negatively related to labor market
tightness. As described in the previous sections 4.2.1, 5.1.2; and 5.2.2, we estimate the distri-
bution of full- and leave-one-out inclusive values conditional on all firm covariates, candidate
covariates, and instruments, and use those estimated distributions to construct approximations
to firms’ beliefs under each combination of conduct assumptions.

Figure 8 plots the distributions of predicted markdowns in dollars under both the monopson-
istic competition and oligopsony alternatives. We compute markdowns as the difference between
the model-implied firm valuation and the observed bid: &7 — b;;. In cases where the implied
valuation is not point identified (the bid is equal to ask), we take the midpoint of the model-
implied range of valuations: (5;7]&—1—5?;7) /2—b;;. The two alternatives predict markedly different
distributions of markdowns. Under the monopsonisitc competition alternative, the average pre-
dicted markdown is $30,503, with a standard deviation of $6,658. Further, the distribution of
markdowns is relatively symmetric—the mean and median of the distribution are separated by
less than $300, and the skewness of the distribution of markdowns is just 0.35. By contrast,
the oligopsony model predicts uniformly larger markdowns than the monoposonistic competition
alternative: the mean model-implied markdown under oligopsony is $43,385. Further, the distri-
bution of markdowns under oligopsony is significantly more variable, with a standard deviation
of $16,357. Finally, the distribution of markdowns under oligopsony is highly skewed: the mean
markdown is $4,000 larger than the median markdown, and the skewness of the distribution is
just over 2. The two sets of markdowns are positively correlated, with a correlation coefficient
of 0.42. The large differences highlighted by Figure 8 illustrate the importance of understanding
which form of conduct best describes firm behavior—different assumptions about the presence
or absence of strategic interactions lead to strikingly different conclusions about the size of wage
markdowns.

Table 6 reports the results of implementing our pairwise testing procedure on the five models
we estimated, using both the likelihood-based and moment-based versions of the Vuong test.
The test statistics we report suggest that we can resoundingly reject the null hypothesis of
model equivalence in most cases, and both versions of the test yield remarkably similar conclu-
sions. The “Perfect Competition” model unambiguously performs the worst of all the models we

tested. Among the remaining alternatives, the two monopsonistic competition models outper-
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form the two oligopsony models, with the not-predictive monopsonostic competition alternative
performing best. We visualize these results in Figure 9, which plots generalized residuals for
two alternative models against the excluded instrument. Under proper specification, the gener-
alized residuals should not be correlated with the instrument — the further a model’s generalized
residuals are from the x-axis, the greater the degree of mis-specification. In the figure, the gener-
alized residuals for the monopsonsitic competition alternative are closely aligned with the x-axis,
while the generalized residuals for the oligopsony alternative are strongly negatively related to
tightness.

Our tests therefore suggest that models of firm behavior in which firms ignore strategic inter-
actions in wage setting are closer approximations to firms’ true bidding behavior on the platform
than are models in which firms act strategically. Additionally, while we cannot reject the null
hypothesis that the two monopsonistic competition models are equivalent in the likelihood-based
test, the moment-based version of the test strongly rejects the type-predictive alternative rela-
tive to the not-predictive alternative. The weight of the evidence therefore suggests that firms
are not actively type-predictive: in the context of the monopsonistic competition model selected
by our procedure, firms do not appear to target their offers to the candidates who are most
willing to accept those offers, conditional on productivity. In the following analysis, we adopt

the not-predictive monopsonostic competition model as our baseline.

5.2.2 Markdowns and valuations in the preferred model

Given the results of our testing procedure, we next characterize the distribution of valuations
implied by the preferred model. Table 7 reports a subset of the estimated matrix of coefficients r
that govern labor demand, v;(zi, vij) = exp(z;I'z; +v;;). The full set of coefficient estimates are
reported in Appendix Table B.3. Each cell of Table 7 reports the coefficient on the interaction
of the variables specified in the corresponding row and column. Column variables are candidate
characteristics (x;), and row variables are firm characteristics (z;). We normalize the log ask
salary by subtracting the log of the unconditional mean asked salary (equivalently, by taking the
log of the ratio of ask to mean ask), such that the constant term reflects productivity at the mean
ask. The second, third, and fourth rows correspond to dummies for firm size categories, such
that the omitted category (subsumed into the constant, the first row of the table) corresponds
to the smallest firms (between one and fifteen employees). The remaining three rows correspond
to non-exclusive sector dummies. The implied R? of the observed determinants of productivity
is 0.89, suggesting that the bilinear form we adopted provides a close approximation to the data.

Column 1 of Table 7 reports the main effects of each firm characteristic. Interestingly, there
at first appears to be essentially no firm size-productivity gradient: small and large firms tend
to pay roughly equivalent salaries, all else equal. The apparent lack of a strong relationship
between firm size and productivity disappears, however, when we consider the interaction of
candidate ask salaries and firm characteristics in Column 2. As first suggested by Roussille

(2021), the ask salary is a powerful predictor of productivity: the elasticity of valuations with
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respect to the asked salary is 0.795. This elasticity is strongly increasing in firm size: workers
that are more productive everywhere (on the basis of their ask) are even more productive at
larger firms. The next three Columns (3-5) report the main and interaction effects of dummy
variables recording gender (= 1 if female), current employment (= 1 if currently employed), and
education (= 1 if candidate has at least one graduate degree). In Column 3, we find evidence
of a small residual gender gap in firms’ valuations: the main effect of the female dummy is a
0.8% reduction in valuations, with some heterogeneity by firm size and industry. Importantly,
this residual gender gap is conditional on the level of the ask salary: Roussille (2021) previously
documented a statistically- and economically-meaningful gender gap in ask salaries. In Column
4, we find no evidence of any difference in labor demand between employed and unemployed
candidates, all else equal. This result is somewhat surprising in light of Kroft et al. (2013) and
Jarosch and Pilossoph (2018), who find that employers screen out unemployed candidates. It
may be the case that in our setting, the rich profile information available to employers and the
information encoded in the ask salary provide more informative signals of quality than current
employment status. Finally, in Column 5, we report estimates of the main and interaction
effects of holding a graduate degree. While the main effect is positive, we find a reverse firm
size gradient: larger firms value graduate degrees relatively less, all else equal. To assess model
fit, in Appendix Figure A.4, we plot the relationship between observed bids and the systematic
component of valuations 7;(z;). The two are very strongly and positively correlated.

How much does variation in observable determinants of demand contribute to overall vari-
ation in bids? Given our labor demand parameter estimates and the estimated markdowns for
the preferred model, we can decompose variation in bids across firms and candidates to gauge
the relative contributions of markdowns, systematic components of valuations, and idiosyncratic
components of valuations. We define markdowns here as the ratio of the observed bid and the
model-implied productivity level £;;%': log(p;j) = log(b;;) —log(&;;) The idiosyncratic component

of the valuation is therefore given by v;; = &;; — ij‘a:i. We can then write:

log(bij) = log(pij) +  zTa;  + Uij
—— —— N~~~
markdown  systematic comp. idiosyncratic comp.

We compute a simple decomposition of the variance of bids by taking the covariance of each

side of the above equation with the bid, yielding:
Var (b;;) = Cov (log(bi;), log(pi;)) + Cov (log(bij), zjij) + Cov (log(bsj), Vij) -

Dividing each side of the decomposition by Var (log(b;;)) yields a simple representation of the rel-

2! Again taking the midpoint of the implied interval of productivity levels when bid equals ask &;; = (é:; +EZ)/2)
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ative importance of each factor.?? Individual components of variance are reported in Table 8, for
both the (preferred) monopsonistic competiton/not predictive model as well as the (dispreferred)
oligopsony/not predictive model. Under monopsonistic competition (Panel A) markdowns are
nearly constant across candidates, such that variation in components of firms’ valuations account
for 100% of the variation in log bids. The intuition for this is simple: when firms are monop-
sonosticially competitive, they view the structural labor supply elasticity (goverened by 6y and
thetay) as the elasticity of labor supply to the firm, and so there is no (perceived) variation in
labor supply elasticities across firms. (Variation in elasticities around the kink accounts for the
small extent of variation in markdowns.) 91% of that variation can be attributed to systematic
components of valuations, while the remainder is accounted for by idiosyncratic components.
As an illustration of the implications of incorrect assumptions about the form of firm conduct,
Panel B reports the variance decomposition under the oligopsony model. Under oligopsony,
markdowns account for 10% of the variation in log bids, while systematic components of valua-
tions account for 78% and idiosyncratic components account for 12%. Relative to monopsonistic
competition, interpreting variation in bids under the assumption that firms act strategically im-
plies that firms mark down wages much more steeply, and that valuations themselves are more
variable (conditional on candidate x’s).

How do our estimates relate to models of additive worker and firm effects (Abowd et al.,
1999)7 Our model of productivity includes both firm-specific contributions (here captured by z;),
worker-specific contributions (captured by x;), and the interactions of firm- and worker-specific
covariates. Tables 7 and B.3 provide evidence that interactions of worker and firm factors are sta-
tistically meaningful determinants of productivity. However, the interaction effects we estimate
are generally small, which suggests that additive models might well-approximate productivity.
To explore this, we regress bids, predicted ¢;;, and the predicted systematic component of pro-
ductivity exp(z;-f‘xi) on all candidate and firm characteristics, without including interactions.
Consistent with Card et al. (2013)’s informal assessment of the log-additivity of wages using
mean residuals from Abowd et al. (1999) regressions, we find that the main effects of worker and
firm characteristics separately explain the vast majority of variation in bids and productivity,
as reflected in uniformly high (adjusted) R? values: 0.924 for bids, 0.905 for €ij, and 0.999 for
exp(z}fxi). In the context of the near-constant markdowns our preferred model implies, this
further suggests that additive models of worker and firm effects provide good approximations to
log wages.

Finally, how do our estimates of productivity relate to amenities? To explore this question,

we compute regression-adjusted averages of amenities and productivity within firm types defined

22 A second decomposition may be computed by taking the variance of both sides:

Var (log(b;;)) = Var (log(ui;)) + Var (ijmj) + Var (v;;) — 2 - Cov (log(bij), zjfavj)

-2 COV (log(bw),z’/\”) -+ 2. COV (ijﬁj,l?ﬁ) .
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by combinations of size and industry. We regress the model-implied amenity and productivity
values on the (log) ask salary, and an exhaustive set of fixed effects for combinations of all other
worker characteristics x;, and dummies for each firm type. Figure 10 plots the relationship
between (average) firm amenity values and (average) components of productivity, as measured
by the estimated firm-type fixed effects. Like Lagos (2021), we find that the highest-amenity
firms also tend to be the highest-productivity firms. The story is different for low-productivity
firms, where there is a negative relationship between amenities and productivity. These patterns
are broadly consistent with a model of endogenous amenities in which firms do not invest in
amenities before they reach a certain productivity level. Because wage markdowns are a near-
constant fraction of productivity in the preferred model, Figure 10 suggests that there may
be compensating differentials between low-amenity firms at the competitive fringe of the labor

market for tech workers, but not between high-amenity firms.

6 Counterfactual Simulations of Bidding Behavior

6.1 Scenarios of interest

To better understand the implications of imperfect competition for welfare, we use our supply
and demand estimates to simulate bidding outcomes under all four conduct scenarios: {monop-
sonisitic competition, oligopsony}x {not predictive, type-predictive}. To gauge the losses due
to imperfect competition, we define a new form of conduct, which we term price taking. Under
the price taking conduct alternative, firms have no discretion over the wages they offer. Instead,
firms are constrained to offer a prevailing market wage, as if set by a Walrasian auctioneer. In
our price-taking alternative, we set the equilibrium wage equal to the systematic component of
firms’ valuations, b;; = exp(z}in). Given this set of wages, the only decision firms have to make
is whether to bid on each candidate. Because firms are price takers in this scenario, we assume
that they view themselves as atomistic, as in monopsonistic competition.?? In addition to these
simulations, we also simulate the effects of a simple policy meant to reduce gender disparities in
wages: blinding employers to candidates’ gender. This counterfactual entails replacing gender-
specific estimates of labor demand with cross-gender averages, and doing the same for estimates

of labor supply.

6.2 Computing new equilibria

In order to compute counterfactuals, we randomly select 500 firms and 500 candidates from
the universe of firms and candidates in the analysis sample. For each firm-candidate pair,
we compute the model-implied systematic component of firm valuations using our preferred
estimates of labor demand parameters, exp(z}fxi). Under a particular conduct assumption,

equilibrium is determined by a set of beliefs over the distribution of the utility afforded by the

Z3Because bids vary even conditional on our detailed controls, we automatically ruled out this form of price
taking as a potential mode of conduct to describe firms’ actual bidding behavior on the platform.
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best option in each candidates’ offer set. The inclusive value is itself a sufficient statistic for the
distribution of the maximum utility option for each candidate. At an equilibrium, firms’ beliefs
about inclusive values must be consistent with the true distribution of inclusive values generated
by the bidding behavior of competing firms. We make the assumption that those beliefs depend
only upon the expected value of the inclusive value to simplify our calculations here.

To compute new equilibria, we first conjecture an initial set of (expected) inclusive values

A}l. We then iterate the following steps:

1. At iteration t, take iid draws from a normal distribution with mean zero and standard

deviation &, to produce a new set of idiosyncractic components of firms’ valuations, l/fj.

Use these draws, plus the systematic components of valuations z}f‘mz, to compute eg‘fj.

2. Given eﬁj and A!, compute bgj as firm j’s best response (under the assumed form of
conduct). If there is no number b such that G77(b)(ei; — b) > ¢;, then set ij =0.

3. Given firms’ best responses bf; and B,

candidate, Ag* = E[log(Zj;ij:1 eXp(u(bgjv

inclusive values at the next iteration by taking a step o' € [0, 1] towards Al*:

calculate the realized inclusive value for each

a;) + A;j)]. Compute the vector of expected

A =o' AP + (1 —a')A].

We iterate this procedure until the distribution of inclusive values converges. We then use
the equilibrium distribution of inclusive values to compute mean counterfactual outcomes by

constructing the average across 50 simulations of firm bidding decisions.

6.3 Simulation Results

Table 9 reports the results of our simulations. For each scenario, we compute the average bid,
ratio of bid to ask, markdown, and number of bids received per candidate. We also compute
the averages of (scaled) components of utility associated with each candidates’ portfolio of bids.
The absolute magnitudes of these components of utility do not have a direct interpretation, but
relative differences across scenarios are meaningful.

The unconditional means of each of these variables across simulation repetitions are reported
in Panel A of Table 9. We first consider scenarios in which firms are assumed to be not predictive.
Unsurprisingly, average bids are higher ($169k vs $145k), and markdowns are lower (10% vs
18%), in the price taking model (column 1) relative the the preferred monopsonistic competition
model (column 2). Additionally, candidates receive markedly fewer bids (20 vs 43) under price
taking than under monopsonistic competition, reflecting the increased labor costs under price
taking. Even though they receive fewer bids under price taking, the increased monetary value of
bids more than makes up for the substantial drop in the number offers: the average candidates’

expected utility is higher under price taking than it is under monopsonistic competition. On the
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other hand, candidates fare far worse when firms act strategically (column 3): under oligopsony,
candidates receive even fewer bids than when firms are price-takers (13.5), and the monetary
value of those bids is even lower than under monopsonistic competition ($139k). As a result,
candidates’ expected utilities are lowest under oligopsony. Interestingly, switching to modes of
conduct in which firms are assumed to be type-predictive does little to change the unconditional
means of each of the variables we summarize here (columns 4-6).

The lack of a difference between the type-predictive and not-predictive alternatives in uncon-
ditional mean outcomes obscures substantial differences in outcomes between men and women
when firms are type-predictive relative to when they are not predictive. We report differences
in mean outcomes across simulations between women and men in panel B of Table 9. Across all
conduct assumptions, women receive fewer bids than men (note, however, that this difference
is not conditional on other characteristics). In absolute terms, the largest gender gaps in bids
and welfare are predicted by the monopsonistic competition model, although these differences
are partly driven by the fact that firms unconditionally make more bids under monopsonistic
competition than they do under the other alternatives. Relative to the unconditional average,
women receive 8-10% fewer offers when firms are not type predictive. The gap widens to 12-18%
when firms are assumed to be type-predictive, and the oligopsony model predicts the largest
relative gaps. Female candidates’ expected utility also drops, although to only a relatively small
degree. The upshot of these simulations is that firms have significant ability to exercise market
power in ways that expand gender gaps, as first posited by Robinson (1933).

Can a simple policy that blinds employers to the gender of the candidates they consider
narrow these gaps? Panel C reports differences between mean outcomes for men and women
across simulation draws in which firms are constrained to no longer observe the candidate gender.
The results from our simulations suggest that the efficacy of such a policy is relatively limited.
Across all conduct possibilities, the policy is predicted to marginally increase the expected utility
of female candidates relative to their male counterparts—across conduct scenarios, blinding
employers to gender lowers the gender gap in expected utilities by 6-9.5%. Interestingly, while
blinding not-predictive firms to gender modestly increases the number of offers women receive

relative to men, the opposite is true when firms are type-predictive.

7 Conclusion

This paper provides direct evidence about the nature of firms’ wage-setting behavior by de-
veloping a testing procedure to adjudicate between many non-nested models of conduct in the
labor market. In particular, we focus on two sets of alternatives relevant to ongoing debates
in the labor literature: first, whether firms compete strategically (Berger et al., 2017; Jarosch
et al., 2021), and second, whether firms tailor wage offers to workers’ outside options (Caldwell
and Harmon, 2019; Flinn and Mullins, 2021). Applying our testing procedure, we find evidence

against strategic interactions in wage setting as well as against the tailoring of offers to workers
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of different types. Although we study a specific labor market, these findings suggest that the
relatively simple model of wage determination posited by Card et al. (2018) provides a reason-
able approximation to firm wage-setting conduct in labor markets where many employers are
competing for workers. Importantly, we find that incorrect conduct assumptions can lead to
substantial biases: in our preferred model, wages are marked down by 18.2% on average, while
an oligopsonistic model predicts average markdowns of 25.8%.

Finally, we explore simulations of alternative conduct assumptions to quantify the impact
of imperfect competition on welfare. Relative to a price-taking baseline, we find that firms
make significantly more offers under the preferred model, but that the wages firms attach to
those offers are lower. Relative to the preferred model, however, the average value of bids, the
total number of bids, and welfare are significantly lower in simulated equilibria with strategic
interactions. We also find that the form of conduct has important implications for gender gaps:
relative to men, women receive significantly fewer bids when firms predict horizontal preference
variation than when they do not. Imperfect competition exacerbates gender gaps relative to
the price-taking baseline. Finally, we find that blinding employers to the gender of candidates

generates only modest reductions in gender gaps.

48



References

Abowd, John, Francis Kramarz, and David Margolis, “High Wage Workers and High
Wage Firms,” Econometrica, 1999, 67 (2), 251-333.

Allison, Paul D. and Nicholas A. Christakis, “Logit Models for Sets of Ranked Items,”
Sociological Methodology, 1994, 24, 199-228.

Arnold, David, “Mergers and Acquisitions, Local Labor Market Concentration, and Worker
Outcomes,” Working Paper, UC San Diego 2021.

Avery, Christopher N., Mark E. Glickman, Caroline M. Hoxby, and Andrew Met-
rick, “A Revealed Preference Ranking of U.S. Colleges and Universities,” The Quarterly
Journal of Economics, 2013, 128 (1), 425-467.

Azar, José, Ioana Marinescu, Marshall Steinbaum, and Bledi Taska, “Concentration in
US labor markets: Evidence from online vacancy data,” Labour Economics, 2020, 66, 101886.

_ , Steven Berry, and loana Marinescu, “Estimating Labor Market Power,” SSRN Schol-
arly Paper ID 3456277, Social Science Research Network, Rochester, NY September 2019.

Backus, Matthew and Gregory Lewis, “Dynamic Demand Estimation in Auction Markets,”
Working Paper 22375, National Bureau of Economic Research October 2020.

_ , Christopher Conlon, and Michael Sinkinson, “Common Ownership and Competition
in the Ready-to-Eat Cereal Industry,” Working Paper 28350, National Bureau of Economic
Research January 2021.

Bagnoli, Mark and Ted Bergstrom, “Log-Concave Probability and Its Applications,” Eco-
nomic Theory, 2005, 26 (2), 445-469.

Bain, Joe S., “Relation of Profit Rate to Industry Concentration: American Manufacturing,
1936-1940,” The Quarterly Journal of Economics, 1951, 65 (3), 293-324.

Barseghyan, Levon, Maura Coughlin, Francesca Molinari, and Joshua C. Teitel-
baum, “Heterogeneous Choice Sets and Preferences,” Econometrica, 2021, 89 (5), 2015-2048.

Barth, Erling, Alex Bryson, James C. Davis, and Richard Freeman, “It’s Where You
Work: Increases in the Dispersion of Earnings across Establishments and Individuals in the
United States,” Journal of Labor Economics, 2016, 34 (S2), S67-S97.

Berger, David W., Kyle Herkenhoff, and Simon Mongey, “Labor Market Power,” Pre-
sentation, University of Chicago, Becker Friedman Institute for Economics 2017.

Berry, Steven T., “Market Structure and Competition, Redux,” Keynote, FTC Micro Con-
ference 2021.

_ and Philip A. Haile, “Identification in Differentiated Products Markets Using Market Level
Data,” Econometrica, 2014, 82 (5), 1749-1797.

_ and _ , “Nonparametric Identification of Differentiated Products Demand Using Micro
Data,” Working Paper 27704, National Bureau of Economic Research August 2020.

49



Bhaskar, V., Alan Manning, and Ted To, “Oligopsony and Monopsonistic Competition in
Labor Markets,” Journal of Economic Perspectives, June 2002, 16 (2), 155-174.

_ and Ted To, “Minimum Wages for Ronald McDonald Monopsonies: A Theory of Monop-
sonistic Competition,” Economic Journal, 1999, 109 (455), 190-203.

_ and _ , “Oligopsony and the Distribution of Wages,” Furopean FEconomic Review, 2003, 47
(2), 371-399.

_ , Stephen J. Machin, and Gavin C. Reid, “Testing a Model of the Kinked Demand
Curve,” Journal of Industrial Economics, 1991, 39, 241-254.

Blinder, Alan, “Wage Discrimination: Reduced Form and Structural Estimates,” Journal of
Human Resources, 1973, 8 (4), 436-455.

Boal, William M. and Michael Ransom, “Monopsony in the Labor Market,” Journal of
Economic Literature, 1997, 35 (1), 86-112.

Bolotnyy, Valentin and Natalia Emanuel, “Why Do Women Earn Less Than Men? Evi-
dence from Bus and Train Operators,” Journal of Labor Economics, 2022, (forthcoming).

Bresnahan, Timothy F., “Competition and Collusion in the American Automobile Industry:
The 1955 Price War,” Journal of Industrial Economics, 1987, 85 (4), 457-82.

_ , “Chapter 17 Empirical studies of industries with market power,” in “in,” Vol. 2 of Handbook
of Industrial Organization, Elsevier, 1989, pp. 1011-1057.

Burdett, Kenneth and Dale T. Mortensen, “Wage Differentials, Employer Size, and Un-
employment,” International Economic Review, 1998, 39 (2), 257-273.

Caldwell, Sydnee and Nikolaj Harmon, “Outside Options, Wages, and Bargaining: Evi-
dence from Coworker Networks,” Working Paper, 2019.

Camerer, Colin, Linda Babcock, George Loewenstein, and Richard Thaler, “Labor
Supply of New York City Cabdrivers: One Day at a Time,” The Quarterly Journal of Eco-
nomics, 1997, 112 (2), 407—441.

Card, David, Ana Rute Cardoso, Joerg Heining, and Patrick Kline, “Firms and Labor
Market Inequality: Evidence and Some Theory,” Journal of Labor Economics, 2018, 36 (S1),
13 - 70.

_, Jorg Heining, and Patrick Kline, “Workplace Heterogeneity and the Rise of West
German Wage Inequality,” The Quarterly Journal of Economics, 05 2013, 128 (3), 967-1015.

Chamberlain, Edward and Joan Robinson, The American Economic Review, 1933, 23 (4),
683-685.

Chamberlain, Gary, “Asymptotic efficiency in estimation with conditional moment restric-
tions,” Journal of Econometrics, 1987, 34 (3), 305-334.

Chetty, Raj, John N. Friedman, Emmanuel Saez, Nicholas Turner, and Danny Ya-
gan, “Mobility Report Cards: The Role of Colleges in Intergenerational Mobility,” NBER
Working Paper, 2017, 23618.

20



DellaVigna, Stefano and Matthew Gentzkow, “Uniform Pricing in U.S. Retail Chains*,”
The Quarterly Journal of Economics, 06 2019, 134 (4), 2011-2084.

Donald, Stephen and Harry Paarsch, “Piecewise Pseudo-Maximum Likelihood Estimation
in Empirical Models of Auctions,” International Economic Review, 1993, 34 (1), 121-148.

_ and _ , “Identification, Estimation, and Testing in Parametric Empirical Models of Auctions
within the Independent Private Values Paradigm,” Econometric Theory, 1996, 12 (3), 517—
567.

_ and _ , “Superconsistent estimation and inference in structural econometric models using
extreme order statistics,” Journal of Econometrics, 2002, 109 (2), 305-340.

Duarte, Marco, Lorenzo Magnolfi, Mikkel Sglvsten, and Christopher Sullivan, “Test-
ing Firm Conduct,” Working Paper, Department of Economics, University of Wisconsin 2021.

Dube, Arindrajit, Alan Manning, and Suresh Naidu, “Monopsony and Employer Mis-
optimization Explain Why Wages Bunch at Round Numbers,” Working Paper 24991, National
Bureau of Economic Research Januar 2020.

_ , Jeff Jacobs, Suresh Naidu, and Siddharth Suri, “Monopsony in Online Labor Mar-
kets,” American Economic Review: Insights, March 2020, 2 (1), 33-46.

Dunne, Timothy, Lucia Foster, John Haltiwanger, and Kenneth Troske, “Wage and
Productivity Dispersion in United States Manufacturing: The Role of Computer Investment,”
Journal of Labor Economics, 2004, 22 (2), 397-430.

Faggio, Giulia, Kjell G. Salvanes, and John van Reenen, “The evolution of inequality
in productivity and wages: panel data evidence,” Industrial and Corporate Change, 2010, 19
(6), 1919-1951.

Farber, Henry S., “Why you Can’t Find a Taxi in the Rain and Other Labor Supply Lessons
from Cab Drivers*,” The Quarterly Journal of Economics, 07 2015, 130 (4), 1975-2026.

Flinn, Christopher and Joseph Mullins, “Firms’ Choices of Wage-Setting Protocols,” Work-
ing Paper 2021.

Freeman, Richard B., “A Cobweb Model of the Supply and Starting Salary of New Engineers,”
Industrial and Labor Relations Review, 1976, 29 (2), 236-248.

Gandhi, Amit and Aviv Nevo, “Empirical Models of Demand and Supply in Differentiated
Products Industries,” in Ali Hortascu, Kate Ho, and Alessandro Lizzeri, eds., Handbook of
Industrial Organization, 1 ed., Vol. 4, Elsevier, 2021.

Gentry, Matthew and Tong Li, “Identification in auctions with selective entry,” Economet-
rica, 2014, 82 (1), 315-344.

Gibbons, Robert, Lawrence Katz, Thomas Lemieux, and Daniel Parent, “Compara-
tive Advantage, Learning, and Sectoral Wage Determination,” Journal of Labor Economics,
2005, 23 (4), 681-724.

Goldin, Claudia and Lawrence F. Katz, “A Most Egalitarian Profession: Pharmacy and
the Evolution of a Family-Friendly Occupation,” Journal of Labor Economics, 2016, 34 (3),
705-746.

o1



Gourieroux, Christian, Alain Monfort, Eric Renault, and Alain Trognon, “Generalised
residuals,” Journal of Econometrics, 1987, 84 (1-2), 5-32.

Graham, Bryan S., “Sparse network asymptotics for logistic regression,” Working Paper, UC
Berkeley 2020.

Guerre, Emmanuel, Isabelle Perrigne, and Quang H. Vuong, “Optimal Nonparametric
Estimation of First-Price Auctions,” Econometrica, 2000, 68 (3), 525-574.

Guryan, Jonathan and Kerwin Kofi Charles, “Taste-based or Statistical Discrimination:
The Economics of Discrimination Returns to its Roots,” The Economic Journal, 2013, 123
(572), F417-F432.

Hall, Robert and Alan B. Krueger, “Evidence on the Incidence of Wage Posting, Wage
Bargaining, and On-the-Job Search,” American Economic Journal: Macroeconomics, 2012, /
(4), 56-67.

_ and Andreas Mueller, “Wage Dispersion and Search Behavior: The Importance of Non-
wage Job Values,” Journal of Political Economy, 2018, 126 (4), 1594 — 1637.

Hamermesh, Daniel, “Changing Inequality in Markets for Workplace Amenities,” The Quar-
terly Journal of Economics, 1999, 114 (4), 1085-1123.

Han, Ruijian, Yiming Xu, and Kani Chen, “A General Pairwise Comparison Model for
Extremely Sparse Networks,” ArXiv, 2020, abs/2002.08853.

Hangartner, Dominik, Daniel Kopp, and Michael Siegenthaler, “Monitoring hiring
discrimination through online recruitment platforms,” Nature, 2021, 589, 572-576.

Horton, John J., Ramesh Johari, and Philipp Kircher, “Cheap Talk Messages for Market
Design: Theory and Evidence from a Labor Market with Directed Search,” Working Paper
29445, National Bureau of Economic Research November 2021.

Jarosch, Gregor and Laura Pilossoph, “Statistical Discrimination and Duration Depen-
dence in the Job Finding Rate,” The Review of Economic Studies, 09 2018, 86 (4), 1631-1665.

_ , Jan Sebastian Nimczik, and Isaac Sorkin, “Granular Search, Market Structure, and
Wages,” Working Paper 26239, National Bureau of Economic Research September 2021.

Kroft, Kory, Fabian Lange, and Matthew J. Notowidigdo, “Duration Dependence and
Labor Market Conditions: Evidence from a Field Experiment®,” The Quarterly Journal of
Economics, 06 2013, 128 (3), 1123-1167.

Lachowska, Marta, Alexandre Mas, Raffaele Saggio, and Stephen Woodbury, “Do
Workers Bargain Over Wages? A Test Using Dual Jobholders,” Working Paper 28409, Na-
tional Bureau of Economic Research January 2021.

Lagos, Lorenzo, “Labor Market Institutions and the Composition of Firm Compensation:
Evidence from Brazilian Collective Bargaining,” Working Paper November 2021.

Lamadon, Thibaut, Magne Mogstad, and Bradley Setzler, “Imperfect Competition,
Compensating Differentials and Rent Sharing in the U.S. Labor Market,” American Economic
Review, 2022, (forthcoming).

02



Lindenlaub, Ilse and Fabien Postel-Vinay, “The Worker-Job Surplus,” Working Paper
28402, National Bureau of Economic Research January 2021.

Lipsky, David B. and Henry S. Farber, “The Composition of Strike Activity in the Con-
struction Industry,” ILR Review, 1976, 29 (3), 388-404.

Liu, Ao, Zhibing Zhao, Chao Liao, Pinyan Lu, and Lirong Xia, “Learning Plackett-
Luce Mixtures from Partial Preferences,” Proceedings of the AAAI Conference on Artificial
Intelligence, Jul. 2019, 33 (01), 4328-4335.

Luce, R. Duncan, Individual Choice Behavior A Theoretical Analysis, Riley Wiley, 1959.

Macaluso, Claudia, Brad Hershbein, and Chen Yeh, “Monopsony in the US Labor Mar-
ket,” Working Paper, Society for Economic Dynamics 2021.

Manning, Alan, “Monopsony and Labour Demand,” Brussels Economic Review, 2005, 48
(1-2), 95-112.

_, “Imperfect Competition in the Labor Market,” in O. Ashenfelter and D. Card, eds., O. Ashen-
felter and D. Card, eds., 1 ed., Vol. 4B, Elsevier, 2011, chapter 11, pp. 973—1041.

Mas, Alexandre and Amanda Pallais, “Valuing Alternative Work Arrangements,” American
Economic Review, 2017, 107 (12), 3722-3759.

_ and _ , “Valuing Alternative Work Arrangements,” American Economic Review, December
2017, 107 (12), 3722-59.

Nevo, Aviv, “Measuring Market Power in the Ready-to-Eat Cereal Industry,” Econometrica,
2001, 69 (2), 307-42.

Neyman, Jerzy and Elizabeth L. Scott, “Consistent Estimates Based on Partially Consis-
tent Observations,” Econometrica, 1948, 16 (1), 1-32.

Oaxaca, Ronald, “Male-Female Wage Differentials in Urban Labor Markets,” International
Economic Review, 1973, 14 (3), 693-709.

Pesaran, M.H., “Non-nested Hypotheses,” Eatwell J., Milgate M., Newman P. (eds) Econo-
metrics. The New Palgrave. Palgrave Macmillan, London., 1990.

Pierce, Brooks, “Compensation Inequality®,” The Quarterly Journal of Economics, 11 2001,
116 (4), 1493-1525.

Plackett, R. L., “The Analysis of Permutations,” Journal of the Royal Statistical Society.
Series C' (Applied Statistics), 1975, 24 (2), 193-202.

Postel-Vinay, Fabien and Jean-Marc Robin, “Equilibrium Wage Dispersion with Worker
and Employer Heterogeneity,” Econometrica, 2002, 70 (6), 2295-2350.

_ and _ , “To Match or Not to Match? Optimal Wage Policy With Endogenous Worker Search
Intensity,” Review of Economic Dynamics, April 2004, 7 (2), 297-330.

Rivers, Douglas and Quang Vuong, “Model selection tests for nonlinear dynamic models,”
The Econometrics Journal, 2002, 5 (1), 1-39.

93



Robinson, Joan, The Economics of Imperfect Competition, Palgrave Macmillan, 1933.

Rosen, Sherwin, “The theory of equalizing differences,” in “in,” Vol. 1 of Handbook of Labor
Economics, Elsevier, 1986, pp. 641-692.

Roussille, Nina, “The Central Role of the Ask Gap in Gender Pay Inequality,” Working Paper,
University of California, Berkeley 2021.

Schmalensee, Richard, “Chapter 16 Inter-industry studies of structure and performance,” in
“in,” Vol. 2 of Handbook of Industrial Organization, Elsevier, 1989, pp. 951-1009.

Schubert, Gregor, Anna Stansbury, and Bledi Taska, “Employer Concentration and
Outside Options,” Working Paper, University of Chicago, Becker Friedman Institute for Eco-
nomics 2021.

Simons, Gordon and Yi-Ching Yao, “Asymptotics when the number of parameters tends to
infinity in the Bradley-Terry model for paired comparisons,” The Annals of Statistics, 1999,
27 (3), 1041 — 1060.

Sorkin, Isaac, “The Role of Firms in Gender Earnings Inequality: Evidence from the United
States,” American Economic Review, May 2017, 107 (5), 384-87.

_, “Ranking Firms Using Revealed Preference,” The Quarterly Journal of Economics, 2018,
133 (3), 1331 — 1393.

Soufiani, Hossein Azari, Hansheng Diao, Zhenyu Lai, and David C. Parkes, “General-
ized Random Utility Models with Multiple Types,” Advances in Neural Information Processing
Systems, 2013.

Staiger, Douglas O., Joanne Spetz, and Ciaran S. Phibbs, “Is There Monopsony in the
Labor Market? Evidence from a Natural Experiment,” Journal of Labor Economics, 2010, 28
(2), 211-236.

Sweezy, Paul M., “Demand Under Conditions of Oligopoly,” Journal of Political Economy,
1939, 47 (4), 568-573.

Taber, Christopher and Rune Vejlin, “Estimation of a Roy/Search/Compensating Differ-
ential Model of the Labor Market,” Econometrica, 2020, 88 (3), 1031-1069.

Vuong, Quang H., “Likelihood Ratio Tests for Model Selection and Non-Nested Hypotheses,”
Econometrica, 1989, 57 (2), 307-333.

Wiswall, Matthew and Basit Zafar, “Preference for the Workplace, Investment in Human
Capital, and Gender,” The Quarterly Journal of Economics, 2018, 133 (1), 457-507.

Yan, Ting, Yaning Yang, and Jinfeng Xu, “Sparse Paired Comparisons in the Bradley-
Terry Model,” Statistica Sinica, 2012, 22 (3), 1305-1318.

o4



Figures

Figure 1: Timeline of the Recruitment Process on Hired.com

If candidate accepts
the request If the company wants
to hire the candidate

If the candidate
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Note: This Figure shows the timeline of a recruitment on Hired.com. In red boxes are the different salaries
that are captured on the platform. The blue boxes describe all the steps of a recruitment on the platform, from
profile creation to hiring. The grey shading for the interview stage indicates that we do not have meta data from
companies about their interview process. In green are the classification of the recruitment process between labor
demand side (companies) and labor supply side (candidates).
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Figure 2: Distribution of Fraction of Interview Requests Accepted Across Firms
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Note: This Figure shows the distribution of the share of accepted interview requests
for a given firm. Firms interview requests are frequently rejected by candidates. On
average, an interview request by a firm is only accepted 60.5% (SD .206) of the time.
For 10.2% of the firms the likelihood that their interview is accepted is less than 40%
, while 16.2% of the firms see more than 75% of their interview requests accepted.

56



Figure 3: Empirical Patterns in Bid and Ask Strategies
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Note: This Figure illustrates several empirical patterns in the relationship between bid and ask salaries. Panel (a)
plots the average probability that a candidate accepts an interview request by the company against the ratio of the
bid to ask salary in the analysis sample. The slope of the regression line for a bid ask ration of less than one is 1.304
(SE .022), while the slope of the regression line for values greater or equal to 1 is 0.546 (SE .030). Panel (b) shows
the relationship between the probability that the bid is, respectively, less, the same or more than the ask, and the
level of the (log) ask salary. Panel (c¢) plots the relationship between the premium — the difference between (log) bid
and ask salary — and the within-job deviation of the (log) ask salary.
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Figure 4: Bids are Sticky in Expectation
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Note: This Figure illustrates the relationship between the initial bid salary sent by a
company and the final offer of candidates that are hired for the subset of the analysis
sample. The correlation between log bid and log final salary is 0.86 (SE .458). 29%
of all final offers in this subset are identical to the bid and 70% of all final offers are
within 10% of the initial bid salary.
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Figure 5: Interview Rejection Reasons as a Function of Firm Rankings
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Note: This Figure plots the probability that a firm was rejected for a job-related
reason as a function of firms’ ordinal rankings (where lower ranks are better) for
the analysis sample. When a candidate receives a bid, she can decide to reject
it, that is she can refuse to interview with the company. For a sub-sample (57%)
of these rejections, candidates opted to provide a justification. They can choose
from justifications such as “company size”, “insufficient compensation” or “company
culture”. The latter is the justification we label as “bad company fit”. We plot the
probability of rejection due to bad company fit against estimated rankings from the
single-type model.
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Figure 6: Differentiation between Firms
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Note: This Figure illustrates the scale of vertical and horizontal dif-
ferentiation of firms implied by our preferred model estimates. The
Willingness to Accept (WTA) is equal to the fraction of a candidate’s
ask salary that the model implies a firm must offer to make that
candidate indifferent between accepting or rejecting an interview re-
quest, on average. Panel (a) plots the distribution of the mean Will-
ingness to Accept (WTA) at each firm, averaging over the population
probabilities of each type. Panel (b) illustrates the systematic com-
ponent of horizontal differentiation, plotting the distribution of the
within-firm standard-deviation of (WTA) across preference types.
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Figure 7: First Stage
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Note: This figure plots the “first stage” relationship between the model-implied
inclusive values A; and AZ-_] and the instrumental variable ¢;;, conditional on firm
covariates z; and candidate covariates z; and two-week period dummies.
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Figure 8: Predicted Markdowns
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Note: This Figure plots the distribution of predicted markdowns under monopson-
istic competition and oligopsony alternatives (in both cases, assuming firms are not
type-predictive). For observations with bid equal to ask, we take the midpoint of
the possible range of markdowns: (E:; +e;)/2 = a;.
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Figure 9: Visualizing the Vuong Test
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Note: This Figure plots the relationship between generalized residuals and the ex-
cluded instrument (labor market tightness) for the non-predictive monopsonistic
competition and oligopsony models. Under proper specification, the correlation of
the generalized residuals and the excluded instrument should be zero (the dashed
line). The larger the deviation from zero, the greater the degree of mis-specification
of the model.
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Figure 10: Relationship between Productivity and Amenity Values
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Note: This Figure plots regression-adjusted measures of the average firm component
of amenity values against the average firm component productivity for 16 categories
of firms defined by combinations of firm size and industry. We compute regression-
adjusted firm-type averages as the coefficients on a set of fixed effects in bid-level
regressions of model-implied amenity and productivity values on log(ask), an ex-
haustive set of fixed effects for combinations of other worker characteristics x;, and

dummies for firm type.
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Tables

Table 1: Summary Statistics for Candidate characteristics

(1) (2) (3)
Variable (mean) All (n =43630) Female (19%) Male (81%)
Salary
Ask/Expectation $137k $126k $140k
Education
Has a BA+ 0.872 0.913 0.862
Has an MA+ 0.403 0.437 0.395
Has a CS degree 0.629 0.558 0.645
Attended an IvyPlus 0.154 0.185 0.147
Work History
Years of experience 11.3 10.1 11.6
Software engineer 0.684 0.512 0.724
Worked at a FAANG 0.108 0.097 0.111
Employed 0.748 0.719 0.755

Note: This Table reports summary statistics for the subset of candidates
in the connected set, in particular, candidates’ posted ask salary, education
and previous work history. We report statistics both pooled and by gender.
Previous work history is reported in years, ask/expectation salary in dollars,
and all other statistics in percentages.
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Table 2: Summary Statistics: Job Search and Job Finding

(1) (2) (3)

Variable Full Sample Analysis Sample Connected Set
Company Side

Number of companies 7,877 2,121 1,649
Number of jobs 64,539 16,907 13,072
Number of interview requests sent 856,665 267,940 124,075
Average number of bids sent 13.3 15.8 9.5
Median number of bids sent 5.0 6.0 4.0
Candidate side

Number of candidates 224,499 44,321 14,344
Average number of bids received 3.5 4.1 4.8
Probability of accepting a bid (in %) 60.2 62.5 56.4

Note: This Table reports summary statistics for three increasingly restrictive samples of the
data. The full sample includes the universe of entries on the platform. The analysis sample
contains all candidates who had been contacted by a job that listed SF as the job location. The
connected set includes all companies that can be ranked. The average and median number of
bids sent statistics are calculated within job.
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Table 3: Candidate Preference Model Goodness-of-Fit
(1) (2) (3)
Split on Gender Split on Experience Model-Based Clusters
One Log. L -43,463 -45,184 -47,155
Ladder GOF 0.672 0.673 0.677
Two Log. L -42.962 -44,535 -45,558
Ladders GOF 0.680 0.684 0.744
p(2,1) 0.271 <0.001 <0.001
Three Log. L - - -44,594
Ladders GOF - - 0.779
p(3.2) - - <0.001
Four Log. L - - -43,857
Ladders GOF - - 0.808
p(4,3) - - >0.999
Number of Firms 975 1,128 1,649
Number of Candidates 13,658 13,830 14,344
Number of Comparisons 209,934 222,935 235,827

Note: This Table reports goodness-of-fit (GOF) measures and p-values to adjudicate between
labor supply models with different numbers of ladders (rows). Each column represents a different
way to split candidates into preference types. The GOF statistic is calculated as the fraction of
pairwise comparisons correctly predicted by the model, E[(Ag; > Agr) % (j =4 k)], and p-values
are calculated via the likelihood ratio. Each column corresponds to a different sample determined
by (overlapping, if relevant) connected sets.
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Table 4: Which Firm Characteristics are Correlated with Amenity Values?

(1) (2) (3)

Ay Agj Asj
Year Founded 0.00521 0.00641 -0.00502
(0.00374)  (0.00385)  (0.00358)

15-50 Employees -0.0836 0.114 0.105

(0.0881)  (0.0907)  (0.0843)

50-500 Employees  -0.0531 0.222** 0.337***
(0.0829)  (0.0853)  (0.0793)

500+ Employees  -0.00169  0.287**  0.640***
(0.0993)  (0.102)  (0.0950)

Finance 0.0153 0.0474 -0.105
(0.0694)  (0.0715)  (0.0664)
Tech -0.0179  -0.0312  -0.0594
(0.0567)  (0.0584)  (0.0543)
Health 0.0174 0.117 -0.0778
(0.0911)  (0.0938)  (0.0872)
adj. R? -0.004 0.009 0.085
N 913 913 913

Note: This Table reports regressions of standardized esti-
mates of firm amenity values, Ay;, on basic firm character-
istics z;. The omitted category for the number of employ-
ees is 0-15. Standard errors in parentheses, constant not
reported. * p < 0.05, ** p < 0.01, *** p < 0.001.
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Table 5: Oaxaca-Blinder Decompositions of Components of Utility

(1) (2) (3) (4) (5) (6) (7) (®)

Quantity Composition Inclusive Value
4 Bids (b, @) A AA; A i AAA Al

Panel A: Gender

Men 4.854**  _0.265"  0.336***  0.006***  0.806***  1.434**  0.003"*  1.199**
(0.037)  (0.006)  (0.002)  (0.001)  (0.009)  (0.006)  (0.001)  (0.010)
Women 4.348%  _0.667  0.315*  0.014***  0.332°*  1.348"*  0.017*  0.721"
(0.069)  (0.012)  (0.003)  (0.002)  (0.018)  (0.012)  (0.002)  (0.020)
Difference 0.507**  0.402***  0.021*** -0.008*** 0.474**  0.085"* -0.013***  0.478"*
(0.078)  (0.014)  (0.003)  (0.002)  (0.021)  (0.013)  (0.002)  (0.022)
Endowments 0.577*  0.151%**  0.018**  0.025"*  0.243**  0.111"*  0.024™*  0.287"*
(0.045)  (0.009)  (0.002)  (0.002)  (0.013)  (0.008)  (0.002)  (0.015)
Coefficients 20.083  0.242*  0.007*  -0.033*** 0.215*  -0.026* -0.037"*  0.181***
(0.074)  (0.013)  (0.004)  (0.002)  (0.020)  (0.013)  (0.002)  (0.021)
Interaction 0.012 0.010  -0.005*  -0.001 0.017 0.001  -0.000  0.010

(0.044)  (0.008)  (0.002)  (0.001)  (0.012)  (0.008)  (0.001)  (0.012)

Panel B: FEducation

No Grad School ~ 4.943***  -0.478"*  0.320"*  0.000  0.596™**  1.424*** -0.004*** 0.969***
(0.045)  (0.007)  (0.002)  (0.001)  (0.011)  (0.007)  (0.001)  (0.012)

Grad School 44897 _0.140°%  0.349%**  0.017*  0.892°*  1.408*  0.020*  1.312°
(0.046)  (0.007)  (0.002)  (0.001)  (0.012)  (0.008)  (0.001)  (0.013)
Difference 0.454**  -0.338** -0.029"* -0.017*** -0.296***  0.016  -0.023*** -0.343***
(0.065)  (0.010)  (0.003)  (0.002)  (0.016)  (0.011)  (0.002)  (0.017)
Endowments 20.039  -0.101*** -0.017***  0.001  -0.132"** -0.047"*  -0.001  -0.149***
(0.041)  (0.007)  (0.002)  (0.001)  (0.011)  (0.007)  (0.001)  (0.012)
Coefficients 0.554**  -0.137**  -0.001  -0.013*** -0.057*** 0.080"* -0.017*** -0.073***
(0.071)  (0.010)  (0.003)  (0.002)  (0.017)  (0.012)  (0.002)  (0.018)
Interaction 20.062  -0.100*** -0.011*** -0.005*** -0.107***  -0.016  -0.006"* -0.121*"*

(0.053)  (0.008)  (0.002)  (0.001)  (0.013)  (0.009)  (0.001)  (0.014)

N 38,231 38,231 38,231 38,231 38,231 38,231 38,231 38,231

Note: This Table reports Oaxaca-Blinder decompositions of components of utility. Panel A reports decompositions
by gender. Panel B reports decompositions by education. Column 1 decomposes the gap in the number of bids. Col-
umn 2 reports the decomposition of the mean gap in the monetary component of utility. Column 3 decomposes the
mean difference in the common component of amenity values. Column 4 decomposes differences in candidate-specific
components of the amenity valuation. Columns 5-8 report the decompositions of components of the inclusive value.
For each variable, the first two rows report the raw means of the column variable for each group, and the third row
(Difference) reports the difference in means. The fourth row (Endowments) reports the component of the difference
in means that can be attributed to differences in covariate values between the two groups. The fifth row (Coefficients)
reports the component of the difference in means that can be attributed to differences in the returns to covariates be-
tween the two groups. The sixth row (Interactions) reports the component of the difference in means that cannot be
attributed to differences in endowments or coefficients alone. The Endowments, Coefficients, and Interaction rows sum
to the Difference row in every column, Robust standard errors in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 6: Non-Nested Model Comparison Tests

(1) (2) (3) (4)

Model Monopsonistic Oligopsony

Not Predictive Type Predictive Not Predictive Type Predictive

Panel A: Likelihood-Based Test (Vuong (1989))

Perfect Competition -237.57 -237.67 -156.16 -154.34
Monopsonistic, Not Predictive - 1.28 90.17 90.39
Monopsonistic, Type Predictive - 88.45 89.81
Oligopsony, Not Predictive - 6.88

Oligopsony, Type Predictive -

Panel B: Moment-Based Test (Rivers and Vuong (2002))

Perfect Competition -54.84 -54.40 -39.92 -39.91
Monopsonistic, Not Predictive - 7.83 3.98 2.69
Monopsonistic, Type Predictive - 2.77 1.54
Oligopsony, Not Predictive - -3.67

Oligopsony, Type Predictive -

Note: This Table reports test statistics from the Vuong (1989) non-nested model comparison procedure. We im-
plement the testing procedure for each pair of the five models we estimated, using both the likelihood-based test
(Panel A) and the moment-based test (Panel B). Positive values imply the row model is preferred to the column
model. Under the null of model equivalence, the test statistics are asymptotically normal with mean zero and
unit variance.
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Table 7: (Subset of) Labor Demand Parameters I': log(e;) = 2jT'w; + vy

(1) (2) (3) (4) (5)
Constant  log(Ask)  Female  Employed Grad School
Constant 11.9897***  0.7954*** -0.0079***  -0.0014 0.0094***
(0.0523)  (0.0046)  (0.0025)  (0.0040)  (0.0021)
16-50 Employees 0.0305 0.0814*** 0.0046 0.0006 -0.0022
(0.0448)  (0.0039)  (0.0027)  (0.0044)  (0.0023)
51-500 Employees 0.0503 0.0832*** -0.0010 0.0037 -0.0069***
(0.0510)  (0.0045)  (0.0025)  (0.0041)  (0.0022)
5014 Employees 0.0612 0.1073***  -0.0009 0.0011 -0.0090***
(0.0516)  (0.0045)  (0.0026)  (0.0043)  (0.0022)
Finance -0.0008 0.0156™**  0.0055*** 0.0024 0.0022
(0.0526)  (0.0046)  (0.0016)  (0.0028)  (0.0013)
Tech 0.0052 0.0166™**  0.0043*** -0.0028 -0.0001
(0.0314)  (0.0027)  (0.0013)  (0.0023)  (0.0011)
Health -0.0028 0.0011 0.0009 -0.0006 -0.0004

(0.0462)  (0.0040)  (0.0022)  (0.0037) (0.0017)

Std. Dev. of v; (3,)  0.0743  (0.0001) N = 181,927, Implied R2 = 0.888

Note: This table reports a subset of maximum likelihood parameter estimates from our
preferred model. The parameters relate combinations of candidate and firm characteristics
to the distribution of firms’ valuations over each candidate (or, the ex-ante productivity of
that candidate at that firm). The log of productivity/valuations is modelled as normally
distributed, with mean z}in and variance o,. Each cell reports the coefficient on the
interaction of the variables specified in the corresponding row and column. Column variables
are candidate characteristics (x;), and row variables are firm characteristics (z;). The
second, third, and fourth rows correspond to dummies for firm size categories, such that the
omitted category (subsumed into the constant, the first row of the table) corresponds to the
smallest firms (between one and fifteen employees). The remaining three rows correspond to
non-exclusive sector dummies. Column 1 reports the main effects of each firm characteristic.
Column 2 reports the main effects and interactions for the log ask salary, where the log ask
salary has been de-meaned. Columns 3-5 report coefficients on dummies recording whether
the candidate is female, was employed, or has received at least a master’s degree. Standard
errors in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 8: Variance Decomposition of Bids

(1) (2) (3) (4)

Bids Markdowns Valuations

log(b;) log (i) Zilw; Vij

Panel A: Monopsonistic Competition

log(bs;) 1.000 -0.001 0.910 0.091
log (1) 0.03 0.007 -0.011
z}in 0.897 0.006
Vij 0.097

Panel B: Oligopsony

log(bi;)  1.000 0.101 0.777 0.122
log (147 0.133 0.080 -0.113
zg»f‘:vi 0.680 0.016
Vij 0.219

Standard Deviation of log(b;;) = 0.221.

Note: This Table describes the variance decomposition of
log bids. Each cell reports the covariance of the row and
column variables, standardized (divided) by the overall vari-
ance of log bids. Panel A is computed using estimates from
the preferred model, monopsonostic competition/not predic-
tive conduct. Panel B is computed using the dis-preferred
oligopsony /type-predictive conduct model
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Table 9: Counterfactual Simulations

o @ 6 @ G

Panel A: Unconditional Means

Not Predictive Type-Predictive
PT MC oG PT MC oG
Bid, b;; $169k  $145k $139k $169k $145k $139k
Ratio of Bid/Ask, b;;/a; 1.196 1.024 0979 1.196 1.025 0.978
Markdown, 1 — b;;/ei; 0.099 0.182 0.182 0.099 0.183 0.183
# Bids Received/Candidate 20.1 43.2 13.5 19.6 42.0 13.2
Inclusive Value, A} 0.930 0.886 0.822 0.932 0.888 0.822
Monetary Component, A? B 0.033 0.015 0.000 0.033 0.016 0.000
Common Amenity Comp., A 0.282 0.357 0.315 0.281 0.355 0.314

Type-Specific Amenity Comp., AA;A 0.002 0.004 0.004 0.006 0.008 0.007

Panel B: Differences, Women - Men

Not Predictive Type-Predictive
PT MC oG PT MC oG
# Bids Received/Candidate -1.830 -3.793 -1.434 -2.411 -5.681 -2.529
Inclusive Value, A} -0.053 -0.069 -0.019 -0.056 -0.070 -0.019
Monetary Component, Ag B -0.026 -0.052 -0.016 -0.027 -0.051 -0.016
Common Amenity Comp., A -0.003 -0.005 -0.003 -0.004 -0.007 -0.004

Type-Specific Amenity Comp., AAZ 0.005 0.010 0.013 0.003 0.010 0.011

Panel C: Differences, Women - Men, Gender Blind Firms

Not Predictive Type-Predictive
PT MC oG PT MC oG
# Bids Received/Candidate -1.652 -3.749 -1.529 -2.776 -6.162 -2.549
Inclusive Value, A} -0.050 -0.066 -0.018 -0.053 -0.068 -0.019
Monetary Component, A B -0.025 -0.051 -0.016 -0.027 -0.050 -0.016
Common Amenity Comp., A -0.003 -0.005 -0.003 -0.002 -0.006 -0.002

Type-Specific Amenity Comp., AAZ  0.004 0.011 0.013  0.005 0.009 0.011

Note: This Table reports results of counterfactual simulations under various conduct assumptions.
Columns labelled PT refer to the price-taking model of conduct, columns labelled MC refer to the
monopsonistic competition model of conduct, and columns labelled OG refer to the oligopsony
model of conduct. Each cell reports the average of the statistic over 50 simulation draws. In each
simulation draw, we sample from the distribution of valuations for a set of 500 firms considering
500 workers (a single sample of workers and firms is used for all simulations). Panel A reports the
unconditional means of various statistics. Panel B reports differences in means between women
and men. Panel C reports differences in means between women and men for simulations in which
firms are constrained to be gender blind.
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A Appendix Figures

Figure A.1: Mandatory features of a candidate profile, at the time of the study

Jane Long

Based n San Francisco, CA

Willing to work in 5 locations

Currently working as Data Mining Software Engineer at Yelp
Devred roles: Dats Scientiat

Owveral Datd SCnce duperience. 2-4 yeari

USA work authorization: Currently has an H-18 visa
Aléreiled i Drmanent roled GNPty

nterested in Series B and large companies

Prefers base salary of §130,000 per year

Dota Mining | Data Science | Guantitiative Research | Python | Jave =
| Machine Learring || Time Series | C++ ] C | R ] C# | Matiab | Assembly NI

Figure A.2: Typical interview request message sent by a company to a candidate, at the time
of the study

$135,000 Software Engineer

HIRED

0.25%

T Morgan Allen

Hi Matk,

One of th angineers on our team fMagged your profile and | wanbed 1o rédch oul, We'ré really impressed with the work

you've done and | think you would have a big impact on our tearm

Wig changing the recruiting industry by créating a marketplace that removes the nead for recruiters. Turms oul, Most
people con'T like working with tham )

Wia"ve found a great product/market it and in hyper growth mode, I'd love to share some more information about how
Hired works. Are you free [o catch up somatime this weaek?
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Figure A.3: Model Fit: Labor Supply
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Note: This Figure plots the relationship between the empirical acceptance probabil-
ity of a bid and the model-implied probabilities that the bid will be accepted.
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Figure A.4: Relationship between bids and systematic component of valuations, v;(z;)
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Note: This Figure plots the relationship between observed bids and the systematic
component of valuations eXp(z;I‘aci) in the preferred model, controlling for the asked
salary. Unconditionally, the slope of the relationship between bids and the observed
component of valuations is 0.83.

76



Figure A.5: Summary Statistics of Benefits listed by Firms

(a) Distribution of Number of listed Benefits
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Note: This Figure displays the distribution of benefits listed by firms
in the subset of ranked firms. Panel (a) plots the density of the
number of listed benefits per firm. The bar “20+” includes numbers
of listed benefits greater than 20 up to a maximum of 53. The mean
number of benefits is 10.71 (SD 9.45), while the median lies at 7.
Panel (b) illustrates the relationship between firm ranking and the
number of listed benefits. On average an additional benefit increases
the firm’s ranking by 10.41.

77



B Appendix Tables

Table B.1: Comparison of data sources
Observe... Admin  Surveys Experiments This Paper
full choice sets? No Depends Yes Yes
multiple choices per worker? No Depends Depends Yes
info on indiv. characteristics? Depends Yes Yes Yes
high stakes choices? Yes Depends No Yes
exogenous choice sets? No No Yes No
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Table B.2: Fields of a candidate profile and other variables used as controls

Resume characteristics

Type of variable

Controls in the regression

Fields from the candidate profile

What type of position do
you currently have? (job
title)

categorical variables -
drop down menu - single
entry

. Software Engineering . Engineering management . De-
sign . Data Analytics . Developer Operations . Quality
Assurance . Information Technology . Project manage-
ment . Product management

Total Position experience
(in years)

categorical variables -
drop down menu - single
entry

. 0-2 years . 2-4 years . 4-6 years . 6-10 years . 10-15
years . 154 years

Skills : Rank your top 5
languages & skills

categorical variables -
drop down menu - mul-
tiple (up to 5 entries, at
least 1)

Choice from many categories, the most cited (>10% of the
time) are: . javascript . python . sql . ¢ . nodejs
. ruby . css . react. All CS skills that are cited by more
than 0.05% of the sample are included as dummies in the

regression.?

Where do you live? categorical variables - . San Francisco . Los Angeles . San Diego . Seattle
drop down menu - single . Denver Austin . Houston Chicago . Boston
entry . Washington D.C. . New York

Where do you want to categorical variables - . San Francisco . Los Angeles . San Diego . Seattle

work? drop down menu - single . Denver . Austin . Houston . Chicago . Boston

entry

. Washington D.C. . New York

Are you interested in
working remotely?

categorical variables -
drop down menu - single
entry

Yes . No . Remote Only

What type of employment
are you seeking?

categorical variables -
drop down menu - single
entry

Full Time Only . Prefers Full Time . Full Time Only
. Both equally . Prefers Contract . Contract Only

Preferred company size:
I'd like to work at a com-

pany that has em-
ployees
Preferred industry: My

ideal company would be in
these industries:

categorical variable - drop
down menu - single entry

categorical variable - drop
down menu - multiple en-
tries

1-15 . 16-50 . 51-200 . 201-500 . 500+

Top ten most chosen industries: . bank, corporate finance,
& investing analytics & business information . e-
commerce . health care technology & nursing . hardware,
internet of things, & electronics information systems
. education . digital payments . social networking . digital
communication 2°

Where are you in your job
search?

categorical variables -
drop down menu - single
entry

. not looking for new opportunities / just browsing . open
to exploring new opportunities . actively looking for new
opportunities . currently interviewing . have offers

24The full set of included dummies is: html, java, python, javascript, ios, pointnet, android, sql, ¢, ruby, dataanalysis,
php, nodejs, css, react, go, r, saas, linux, agile, angular, swift, hadoop, scala

25The full set of dummies also include: agriculture, farming, & forestry ; automotive ; aviation & space ; biotechnology &
chemical products ; casinos & gaming ; clean tech ; clothing, fashion, & textile, cybersecurity ; dating & relationships ; digital
storage ; electric energy & natural gas ; enterprise software ; food & drink ; government & public administration ; hotels,
restaurants, leisure, travel, & hospitality; human resources & careers ; industrial automation, supply chain management, &
warehousing ; insurance ; legal services ; news, media, adverstising, & publishing ; nonprofit ; oil & gas ; personal fitness
& wellness ; personal security & safety ; public safety ; real estate & property management ; research, management, &
consulting ; retail & convenience stores ; robotics ; sports ; technology infrastructure ; transportation & logistics ; tv, music,

film, & theater ; video
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Will you now or in the
future require sponsorship
for employment visa sta-
tus (e.g. H-1B Visa)?

categorical variables -
drop down menu - single
entry

Sponsorship Required . Not Required

Work experience

Manual entry of the his-
tory of firms that the can-
didate worked at and the
roles they had there

Here I built a dummy = 1 if the candidate has ever worked
at a “elite” tech company (FAANG - Facebook, Amazon,
Netflix, Google) before.

Job titles Manual entry of the job ti- I created a categorical variable for the highest position held
tle held at each firm the in a firm ("junior", "senior’, "manager", "lead","head", "di-
candidate worked at rector") as well as whether the candidate ever was a founder

at a company or a freelance.

Education Manual entry of educa- Here I built 3 variables: categorical for highest degree

Number of reports (i.e.
the number of people who
report to you)

tional institution, degree
and year

categorical variables -
drop down menu - single
entry

achieved (high school, Associate, Bachelor, Master, MBA,
PhD), dummy for whether the degree is in CS (computer
science) and dummy for whether the candidate ever at-
tended an IvyLeague+ school (as defined in Chetty et al.
(2017)) - to which I added schools that are ranked in the
top 5 programs in engineering by the annual U.S. News
college ranking (UC Berkeley, California Institute of Tech-
nology, Carnegie Mellon University and Georgia Institute
of Technology).

1-5 . 6-10 .

11-20 . 20+

Race

categorical variables -
drop down menu - single
entry

. White . Black or African American . Asian . Hispanic
Native Hawaiian or Pacific Islander

Other control variables

Equity

Dummy whether equity of company was included in bid to
candidate

Number of Benefits listed

Index on how many benefits are listed on the company web-
site on Hired.com

Total experience

Number of jobs held

Number of years of experience, enters linearly and squared
in the regression
Number of jobs held, enters linearly and squared in the

regression
Average tenure at a job - Average tenure at a job, enters linearly and squared in the
regression
Employed Dummy variable Yes . No
Number of days searching - number of days searching for work (linearly enters the re-
for work gression)
Number of past spells on Categorical variable 1.2. 3. 4+

the platform

Month x Year

FE for the Month x Year

Length of spell on the
platform

categorical variable

Number of days the profile is live on the platform (15 - 22
- 29 - 36 - 43) - only enters regressions at the extensive
margin
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Table B.3: Match productivity estimates: v;(z;) = zgl“x,-

0] ) ®3) (4) ©) (6) () ®) 9) (10) (11) (12) (13) (14) (15)
Soft-Eng  Experience (Experience)?> Unemployed Ivy Plus CS Degree FAANG  Previous Jobs Fulltime Sponsorship Remote Java Python SQL C
Constant 0.0326*** 0.0005 0.00002 0.0009 -0.0060* 0.0042 -0.0012 -0.0003 -0.0035 -0.0019 0.0029 -0.0002 0.0009  -0.0030  0.0077**
(0.0029)  (0.0006) (0.00002) (0.0010)  (0.0023)  (0.0022)  (0.0028) (0.0005)  (0.0022)  (0.0028)  (0.0020) (0.0021)  (0.0020) (0.0023)  (0.0026)
16-50 Employees -0.0046 0.0007 -0.0000111 0.0003 -0.0035 -0.0028 -0.0017 -0.0008 0.0011 0.0150** 0.0032 -0.0006 -0.0004  0.0065* -0.0136***
(0.0031)  (0.0006) (0.00002) (0.0010)  (0.0025)  (0.0024)  (0.0030) (0.0005)  (0.0024)  (0.0030)  (0.0022)  (0.0023)  (0.0022) (0.0025)  (0.0029)
51-500 Employees -0.0144***  0.0020*** -0.00005** 0.0002 0.0049* -0.0031 -0.0020 -0.0011 0.0039 0.0058* -0.0012 0.0042 -0.0018 0.0039  -0.0076**
(0.0029) (0.0006) (0.0000176) (0.0010) (0.0024) (0.0022)  (0.0028) (0.0005) (0.0022) (0.0028) (0.0021)  (0.0022)  (0.0020) (0.0023)  (0.0027)
501+ Employees  -0.0167***  0.0016** -0.00005** -0.0006 0.0073** -0.0020 0.0001 -0.0002 0.0034 0.0057* -0.0020  0.0064**  -0.0029  0.0032  -0.0087**
(0.0030) (0.0006) (0.00002) (0.0010) (0.0025) (0.0023)  (0.0029) (0.0005) (0.0023) (0.0028) (0.0021)  (0.0022)  (0.0021) (0.0024)  (0.0027)
Finance 0.0084*** -0.0006 0.00001 0.0006 -0.0077**  -0.0052***  -0.0047** 0.0003 -0.0023 0.0025 0.0003  -0.0063***  0.0011  0.0008 0.0012
(0.0017)  (0.0004) (0.00001) (0.0006)  (0.0015)  (0.0013)  (0.0017) (0.0003)  (0.0014)  (0.0016)  (0.0013)  (0.0013)  (0.0013) (0.0014)  (0.0016)
Tech 0.0068*** -0.0005 0.00001 -0.0008 -0.0010 0.0016 -0.0022 -0.0003 -0.0028* 0.0004 0.0001  -0.0058***  0.0024* 0.0024 0.0021
(0.0014)  (0.0003) (0.00001) (0.0005)  (0.0013)  (0.0011)  (0.0014) (0.0003)  (0.0012)  (0.0013)  (0.0011) (0.0011)  (0.0011) (0.0012)  (0.0013)
Health 0.0074*** -0.0004 0.00001 -0.0007 -0.0027 -0.0049** -0.0031 0.0004 0.0025 -0.0031 0.0027 0.0004 -0.0032  -0.0003 0.0013
(0.0022)  (0.0005) (0.00001) (0.0008) (0.0021)  (0.0018)  (0.0024) (0.0004) (0.0019)  (0.0021)  (0.0017) (0.0018)  (0.0017) (0.0019)  (0.0023)

Note: This Table presents the remaining set of coefficients corresponding to Table 7. The omitted category for the number of employees is “1-15
Employees”. Every cell reports the coefficient on the interaction of the variables specified in the corresponding row and column. Column variables
are candidate characteristics (z;), and row variables are firm characteristics (z;). In Column 1 interaction coefficients for software engineers are
presented, Coefficients for years of experience in the candidates’ field of occupation are shown Column 2 and squared in Column 3. Columns 4
- 7 display the coefficient for dummy variables of unemployment, whether the candidate received education in an Ivy+ school, has a degree in
computer sciences and/or has worked at either Facebook, Amazon, Apple, Netflix or Google. In Column 8 the coefficients for the number of
previous jobs are introduces, while Column 9 and 11 present values for whether candidates’ wish to work full time, require VISA sponsorship for
their work permit or want to work remotely. Lastly, Columns 12-15 display the coefficients for whether candidates are skilled in Java, Python,
SQL or one C language respectively. Standard errors in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001



C Illustration of conceptual framework

The following simple model, adapted from Bhaskar et al. (2002), can be used to illustrate the
logic of our conduct testing procedure. In particular, the model to illustrates the role of worker
preference heterogeneity, the implications of conduct assumptions, and the basic logic of our
estimation and testing framework. The basic message is that combinations of assumptions on
competition and wage-setting flexibility deliver different wage equations, which can then be used

to infer conduct. Our simple model consists of:

Firms j = —1,+1, which are located on either end of a mile-long road;

MRPLJ = ARPL] = ’yj.

Workers distributed along road with location &, which is private information:

¢ ~ Unif|0, 1].
o Workers live on either side of the road, given by the variable v, which is public information:
vd & v={-1,4+1} wp. 1/2.
o Firms post wages (which may vary by v), and worker utilities are given by:

u’1 (&) =w’y — B(E+ av); uly (&) =wly —B(1— (£ +aw)).

Under these assumptions, type-v’s labor supply to firm j is:

vV, 1 U};] B wzij .
S7(wiswl;) = 3 + 25 +avj.
Labor demand is determined by profit maximization:
1 +1
v=—1

where the random variable w” ; encodes j’s knowledge of the competitive environment. Wages

J

are determined by firms’ first-order conditions and a market clearing constraint:

1, ) N -
Wy = (@, 7~ B) —aBuj, Si(wlial,)+ 87w aY) =1
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We next define what we mean by firm conduct: in this setting, we define conduct as as-

sumptions about the content of @ ; and firms’ use of v in wage setting. Applying each conduct

assumption, we find that each conduct assumption implies a distinct markdown:

Conduct use v7 | Firm’s @’ ; | Equilibrium Wage(s) wj
Perfect Comp. No — V;
Monopsonistic No w %fyj + %fy_j -0
Monopsonistic |  Yes w’ Syi+ iy, - B+ avy)

Oligopsony No w_; %'Yj + %’Y—j - f

Oligopsony Yes w 2vi+ 37— B(1+ Zavj)

Next, we consider estimation and model selection. Each model, which we index by m, yields

a wage equation of the form:

v__ .m . mo . _ um
Wj = Cown " Vj + Cother * V—j ¢j

. A traditional approach in labor economics is to estimate ¢. To do so, one might first construct
proxies for firm productivity v; and identify instruments that shift v; (and/or competitive en-
vironment). Then, one would regress wj on 7j, v—;, and concentration measures. To conduct
inference, we might perform a simple Wald test on the parameter c;, for instance: Hy: ¢; > 1,
Hg : ¢; < 1. Our approach (which follows the New Empirical Industrial Organization tradi-
tion) is to estimate 7, rather than €. A particular conduct assumption m, in combination with
labor supply parameters estimated in a prior step, determines the coefficients ¢™. Rather than
searching for instruments for productivity, find instruments for markdowns that are excluded

<7 v vm m m ~me.
from productivity. Then, regress wj + ¢§™ on cgy, and ¢y, to recover 47"; for example, when

firms do not use v in wage setting, we have:

—1
~m m m m
Y=1| _ | Cown  Cother w1+ c1
~m | — |,.m m m
V41 Cother  Cown w41 + ¢y

Finally, in order to adjudicate between different forms of conduct, we use the Vuong (1989) and

Rivers and Vuong (2002) tests, which compare model lack of fit between alternatives.
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D Details of EM algorithm

We estimate the parameters of the the preference model via the EM algorithm. Specifically, we
use a first-order (or “Generalized”) EM (GEM) algorithm, in which we replace full maximization
of the surrogate function in the M step with a single gradient ascent update. Our algorithm

proceeds as follows:

o Initialization: provide an initial guess of parameter values (B(O), p).

o E Step: at iteration ¢, approximate the average log integrated likelihood at B(t), p\") with
the function:
1 X8
EB.p|BY.p") =+ 2;2104 log (aq(i | B) x P(BL = BY | p,)).
i=1q¢=

(t)

where the weights o' are given by:

o aglzi | V) x P(B! = BY | p)
Y2 aa | B x P(BL - BY | pi)

e M Step: Find g0+, ptY) by computing a single gradient ascent update (hence “first-

order”).

We initialize our algorithm at 50 random starting values, and report the estimate that yields

the highest likelihood.
E Properties of bidding strategies

For clarity, we suppress dependence on m. Under each model m, we may generally write
Gij(b) = [ Gij(b, \)dH()\), where either Gy;(b,\) = exp(u(b, a;))/(exp(u(b,a;)) + exp()\)) un-
der oligopsony or CNJij (b, A) = exp(u(b,a;) — A) under monopsonistic competition. In the latter
case, log concavity of G;;(b) follows directly from the fact that (b, a;) is concave (by assump-
tion), since Gj;(b) = exp(u(b, a;)) x [exp(—A)dH(\). Log concavity in the former case can also
be shown via differentiation of log(Gi;(b)).

Let the function ij(b) (with derivative 9;5 (b)) denote the right-hand side of the Gj;(b)
function, which replaces g + 61 - 1[b < w;] with . We similarly let G;(b) denote the left-
hand side function, which replaces 6y + 61 - 1[b < w;] with 6y + 61. Clearly, G;;(b) = 1[b >

84



w;] - G;;(b) +1[b < w;] - G;;(b). Under the assumption that both Gj;(b) and G;;(b) are log-
concave, we have that the functions g;;(b) / G;;(b) and g;;(b)/G;;(b) are both strictly decreasing
functions of b. This implies that both the left-hand and right-hand inverse bidding functions,
£;;(b) = b+ G;;(b)/g,;;(b) and 5;;(6) =b+ G:;(b)/g:;(b) are monotone increasing functions of
the bid. This in turn implies that the left- and right-hand bidding functions, which we denote
by b;;(eij) and b;;(eij) are also strictly increasing functions of £;;. We may also define the
left- and right-hand indirect expected profit functions as 7;7(e;;) = GJ; (bfj(sij))Q /975 (bi;(g45))
for s € {—,+}, which are both strictly increasing functions of €;;. These results establish the
monotonicity of firm strategies and payoffs in their unobserved valuations when firms bid on
either side of the kink.

A necessary, but not sufficient, condition that the firm bids at the kink is that the derivative

of the left-hand expected profit function is positive at the asked wage:
gi; (wi)(sij — wi) — G;(wz) < 0.

We assume that e;; > w;, since otherwise the firm would never choose to bid at ask. We

additionally assume that both 6y and 6, are positive. Given these assumptions, we have that

93 (wi) (i — wi) — G (wi) <0 = gfi(wi)(eij —wi) — G5 (wi) <0,

since by construction g:;(wz) < g;;(w;) and G;; (w;) = G;;(w;). By the same logic, we can show:

g;;(wi)(eij —w;) — G:;(wz) >0 = gi; (wi)(eij — w;) — GZ_J(’LUZ) > 0.

These conditions guarantee that the firm’s optimal choice of bid is unique, even incorporating

the kink. Given these definitions, we can write the condition that firms bid at the kink as:
8;(101) < Eij < 5;;(wl)

Therefore, we may write the firm’s optimal bidding function as:

bz_](&“z]) if 81_](11}1) Z 5ij
bij(ﬂj) = § W; if sz_j(wl) § Eij § 6;;(101)
b;(&l]) if 5ij Z 52(11)1)

We have therefore shown that the firm’s optimal strategy is a strictly increasing function of its

valuation outside of the interval [e;;(w;), ezg(wi)], and is flat within that region.
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Next, we consider firms’ participation decisions. The results established above imply that the

firm’s indirect expected profit function is a strictly increasing function of the firm’s valuation:

ﬂ;j_(z’-:ij) if E;(’u}z) > Eij
772}(5@']') = Gij(wi)(sij — wi) if EZ_J(’LUZ) < €ij < E;S(wz)
7T;kj+(6l'j) if €ij > 6;;(’[01)

Firms participation decisions are therefore given by the condition:
Bij =1 [71';}-(57;]‘) > Cj} .

Since 75 (g45) is a strictly increasing function of the firm’s valuation, an inverse indirect expected
profit function exists and is also strictly increasing. Therefore, we may re-write the above

equation as:

Bij = 1wy > w7 (ej) — (@)
F Proof of the consistency of ¢’

Our proof of the consistency of ;" for each firm j (and model m) closely follows the proof of
Lemma 1 (ii) of Donald and Paarsch (2002). For clarity, we omit j and m indices. Let n denote
the total number of bids, with n — oco. A sufficient condition for establishing consistency is the
existence of a vector of candidate characteristics € X (including ask salary a) occurring with
positive probability such that there is a positive probability the firm optimally bids below ask
for candidates with those characteristics: 3z € &X' such that Pr(a > b; > 0Nxz; = z) > 0. The
vast majority of firms (92%) bid below ask at least once, which suggests that this assumption is
reasonable. The vector x need not be the same for all firms. This assumption implies that the
distribution of model-implied option value upper bounds 7; is bounded below by ¢ when x; = =,
and that Pr(7; € [c,c+ 6] | z; = ) > 0 for arbitrary 6 > 0. Let n, denote the number of bids
made to candidates with characteristics  and let ¢! denote the minimum implied 7 among those
bids (such that ¢” = mingcy ¢). Our sampling assumptions imply n, 2% . For an arbitrary
€ > 0, note that Pr(|7; —c| > €|z =2)=Pr(mi >c+e|lzi=2)=1—Fr(ct+e|x;=2) <1
Let Fr,(a) = 1 — Fe(a | #; = z). We then have that (F,(c+ €)™ *3 0, and therefore

Pr(jep — | > €) = Pr(c} > c+€) = E[(Fry(c+€))"]. Since € is arbitrary, ¢ 2 ¢, and since

p p . . . . .

¢y >¢" > ¢, ¢ — c. Further, sup,,., [¢" —¢| = |[¢" — ¢| = 0 since ¢" is non-increasing in n,
a.s.

and so ¢" =% c. O
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